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INTRODUCTION TO THE PROBLEM

This is a study of the operation of Synthetic Aperture Radar (SAR)
systems for generating radar images of terrain, The study is made with
the purpose in mind of determining whether such an electronic system
could be built, using digit'al techniques, to image in real time. Although
the literature abounds with information on the optical process:orl'2 3.4,5,6
for generating SAR images, little has been published on the possibility
of real time imaging with or without digital techniques.

The dominant motivation for performing this study ig the idea of
instrumenting an earth orbiting platform with a real time SAR imager for
moenitoring earth resources. Therefore, a situation which will be used
throughout this paper as an illustrative example will be that the SAR is
carried aboard a spacecraft "flying" in a circular orbit at an altitude of
600 nautical miles. This means that the ground speed of the satellite
is approximately 7 kilometers per second. Tt will be assumed that the
ground map that is to be generated by the orbiting radar will have a
30 meter resolution and will image a swath (parallel to the satellite
track) 40 kilometers wide. Schwarz, Simonett, Jenks, and Ratzlaff7
have discussed the problem of resolution in terrain imagery from space
and it is clear that 30 meters is a useful reseclution for thematic land
use maps. The SAR will be a side~looking radar. The geometry of the
imaging system is pictured in Figure 1.

For purposes of the example, the plysical antenna length in the
along-track direction will be taken to be 4 meters. It would be
difficult to achieve a larger antenna length aboard a platform of say
the NIMBUS satellite class. However, larger platforms could conceiv-
ably carry proporticnately larger antennas. This constraint bears on
the required system pulse rate to record the complete doppler history
of a target unambiguously. Hence,very much in line with Harger's

words, it sets the speed at which the digital processor must work,
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Figure 1. S8ide looking synthetic aperture terrain imaging geometry
situation parameters: satellite altitude 600 nautical miles,
- ground swath imaged is 40 kilometers wide, rectangular beam
assumed, The physical antenna along-track length is 4 meters,
and the pulse duration is 0,1 seconds.



so that the system will generate an image in real time. It is readily
shown, via Nyquist'sB sampling theorem, that the minimum PRF is

such that there be 2 pulses per translation of the physical antenna
length along the satellite track. For a 4 meter long antenna, this means
that the minimum PRF is 3500 Hz.

According to Figure } the physical antenna will be bore~sighted 30
degrees off the nadir and normal to the platform's velocity vector. Thirty
meter cross track resolution determines that the pulse duration be 0.10 ﬂ-
seconds. Therefore, the maximum spatial frequency in the image cross
track will be 1/60 cycles per meter and by the Nyquist criterion the
image is sampled at least once every 30 meters. In other words, the
number of image lines which must be generated across the swath imaged
is given by 40,000/30 or 1334. The image is said to be divided into
1334 nominal range bins in the cross-track direction.

The 4 meter along-track physical antenna length sets the physical
beam angle in along track direction (assuming a carrier frequendy of 10
GHz) at 0.42 degrees making the nominal along-track distance illuminated
by the physical antenna beam on the ground 9.64 kilometers. The
doppler bandwidth of the return signal is 2v/g (v is the platform
velocity=7 x 103 meters per second; ,2 is physical antenna length
along track= 4 meters) or 3500 Hz.

A very important parameter is the time-bandwidth product (TB)
where T is the time for the physical beam to fly by a point target on
the ground and B is the doppler bandwidth. This example yields a
time-bandwidth (TB) product of 4820. 1In ChapterII, it is shown that
the return signal from any point, is a sampled (at the PRF}, linearly
swept, F. M. signal whose bandwidth is B and whose duration is T.

As a direct consequence, "chirp" techniquesg developed for pulse
compression radar systems can be used to analyze this method for
fine along-track resolution. In fact, this is the reason why BrownlD
classes synthetic aperture radar with pulse compression techniques.
The SAR system studied here employs @ homodyne technique

so that the output of the receiver is translated to a zero carrier



frequency. An optimum algorithm is shown in Chapter IT which requires
the processor to use quadrature coherently detected return signals. The
processor must store in each range bin, for the example situation, the
last 4820 returns or 9640 numbers (with quadrature detection) for
correlation at any instant to achieve Full Focused processing. The
correlation process requires 19280 products to be formed in a time
period of the (PRP)_1 in each range bin.

In Chapter III, variations on the processing algorithm are con-
sidered. Among the techniques which are discussed is one which the
author dubs “subaperturing." In effect, the technique allows for focussed
and zone plate processing on contiguous parts of the doppler returm spectrum
to create a series of synthetic subapertures all squinted at different ancles
within the physical beam width and all non-overiapping. This technigue
allows one to process for the along-track resolution desired (30 meters
in the example) rather than for the best along-track resoclution possible
(2 meters in the example). As a result, the size of storage required in
the processor is reduced by the image resolution degradation factor.

In the example, the 9640 numbers per range bin becomes 642 numbers.
A further investigation is made into the nature of the processor algorithm
and it is shown that for a price, an image may be generated using non-
quadrature detection and only one cross-correlation. Therefore, under
this option 75 percent of the computation involved in the processing
algorithm is eliminated. The price exacted for this truly remarkable
saving in storage and computation time.is in terms of image quality —-
in gray tone resolution.

In Chapter III, a figure of merit for the radar image of terrain, the
mean to standard deviation ratio (M/STD) is adopted. The point is made
that under perfect imaging of terrain, employing a Rayleigh model, the
best image M/STD ratio achievable is 5.61 db. With non—-quadrature
processing, the best image will have an M/STD ratio 3 db lower. How-
ever, one may sum the images created by multiple subapertures to
enhance the image M/STD ratio. The enhancement is in direct pro-
portion to the square root of the number of subapertures used (the



maximum number of subapertures in the example is 15). Processor
computation increases in direct proportion to the number of subapertures
used. It turns out that the storage per range bin also increases with
the number of subapertures used. And, in fact, the number of words
stored just doubles if all possible subapertures are used. Interestingly
though, the additional stores are approximately 2 orders of magnitude
slower than the primary stores which supply the numbers for cross-
correlation.. This suggests that the two different kinds of stores may
employ two distinct technologies.

A large computer program, carefully documented in Appendix III,
has been created to simulate the SAR system and the various versions
of processing discussed in Chapter III. Chapter IV ties the input and
‘output data to and from the program to the physical phenomena which
are being simulated. Included in the program are the effects of I.F.
gain non-linearities, antenna pattern, system noise, doppler mismatch,
quantization , presumming, etc., as well as a host of diverse processing
schemes.

Chapter V presents a considerable amount of data in graphical form,
documenting the effects which various SAR parameters have on the radar
images generated. One figure of the Chapter, Figure 29a, page 127,
is extremely significant in that it shows the effect of M/STD on a
simulated radar image. It also exemplifies the way in which subaperture
processing enhances M/STD.

Chapter VI discusses the present state of technology with regardto
realizing an SAR digital processor, The thrust of Chapter VI is that the
only technology which can be used to build such a processor is the rapid-
ly burgeoning Large Scale Integrated circuit {LSI) technology. A table is
pfesented "in this Chapter whichmakes it possible to readily figure the
storage per range bin required for non-quadrature subaperture processing.
It is shown that to attain a Nf/S’I‘D of V18 , a storage of 4.75 megabits is
required in a typical space application. This, of course, may be
diminished by sacrificing image swath width and/or M/STD. Usirg

I(hambatc';l's11 idea of a multi-processor and assuming that all range



bins can be proceséed in parallel, though each range bin's returns are
processed serially within the bin, the time for a multiplication in 1.3 &
seconds in the example situation. This time is relatively slow for LSI
technology. The packaging density is so high under this technology that
4,75 megabits need not be overly large. However, the technolegy is so
new that one has no large main frame computer memories as of this writ-
ing to show as an example of a working system. There is the problem
of power dissipation which is cited. The relatively well established
methods employed in 1SI require considerable power. In one instance,
4,75 megabit memory now in design and expected to be marketed in late’
1971 would consume something over two kilowatts. Howewver, much
research and development is going on in this area and all reports indicate
that “"complimentary metallic oxide semi conductors” {CMQS) large scale
integrated circuits will be available within the next few years. They
will have power dissipations of the order of a few microwatts per bit.
These devices are still in the future. Based on anticipated 1975 LSI
technology, an SAR design is given employving real time digital processing.
The conclusion presented in Chapter VII is that for extremely
limited SAR images a digital processor could be built toeday employing LSI
techniques now well established. For excellent radar imagery the size of
the processor, storage-wise, requires tens of kilowatts to operate
{assuming 30 meter resolution, an image M/STD of Y8 and a 40
kilometer ground swath). However, by 1975, LSI-CMOS technology,
which is just beginning to develop now, should cut the processor storage
power requirement to something below 100 watts, making a digital

processor readily achievable,



BASIC PRINCIPLES OF SYNTHETIC APERTURE RADAR

Synopsis

This chapter contains background material on the principles of
side-looking synthetic aperture imaging radar systems. The geometry
of the radar imaging situation is discussed and it is shown that the
return from a point target is a linearly swept F. M. signal; a chirp.
The duration of the chirp (T) is the time the point target is in the
physical antenna's beam and the bandwidth of the chirp (B) is the
doppler frequency sprzad in the return signal.

It is established that in general there is a minimum time-band-
width {TB) product for a signal {of the order of one) and that this is
achieved only when the signal phase in time (¢) or the spectral phase
in the frequency domain(®) is linear or constant. This idea is used to
achieve the fine along-track resolution characteristic of synthetic
aperture radar. The signal returned in each range bin is cross correlated
with the point target response, removing the non-linear spectral phase
from the point target return in the frequency domain and compressing
the signal duration in the time domain by (TB).

For the chirp signal the fact that the group delay is approximately
constant leads to sig}nal envelopes in the time domain being closely
mimicked in the frequency domain. A technique to reduce subsidiary
lobes in the point target response of the syntheitc aperture radar
involves weighting the spectrum of the cross correlation reference
function. This weighting can be done in the time domain because of the
mimicking property. '

Quadrature processing and the imaging algorithm are discussed
and it is shown that for zero offset frequency, quadrature processing is
necessary. Otherwise, targets with reflection coefficients with random

phases create a distorted image.



The concept of a radar ambiguity diagram for a synthetic aperture
radar is developed. It is shown that the usual type of ambiguity
diagram showing system response as a function of delay and frequency
mismatch is still applicable with modification to include radial

- acceleration of the target.

Geometry of SLR Imaging

The geometry of a side-~locking imaging radar system is shown in
Figure 1. As the platform bearing the radar system moves along the
fli ght path, it illuminates the swath to be imaged with pulses of radiation.
The bandwidth of the pulse determines the nominal resolution of the
system in the cross-track direction and without signal processing, the
azimuth or along-track beam width of the antenna determines the nominal
along-track resolution. Cross-track resolution is usually achieved with
a short amplitude modulated pulse or a longer pulse with suitable
- modulation to permit pulse compression. The most widely used pulse
compression waveform is a linearly swept frequency modulated signal.
Figure 2 shows these range resolution waveforms and their spectra.
The time domain pulse shapes shown in the Figure are idealizations.
A short duration pulse in time requires a very wide bandwidth system to
pass largely undistorted. Since the nominal system bandwidth is finite,
by the inverse character of time and corresponding frequency domain
signals, the puls‘e must be infinitely long in time if it is to be totally
undistorted by the system. Of course the solution to this problem,
which might lead one to expect non-causal systems, is that while the
bandwidth of the transmitted pulse is nominally finite, it does have
negligibly small contributions across the entire spectrum. However,
distortions in the spectrum due to the system filtering action {i.e.,
finite bandwidth transfer function) cause a broadening and rounding of
the pulse as shown in Figure 3 and as well the presence of time side-
lobes. These time side-lobes exist in all real systems though their

magnitude may be altered by proper shaping of the system transfer
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function. They represent ambicuities in the cross-track or slant-range
positicn of a target in the vicinity of strong targets or they may be
interpreted as weak targets when there are none, in the vicinity of a
single strong target,

Resolution much finer than the length of ground intercepted by
the physical antenna's beam in the along-track direction is achievable
by properly processing the signals returned during a time which is equal
to that required to fly the distance on the ground illuminated by the
physical beam. The processmg makes use of the fact that for reasonably
narrow azimuth beams (<10 ) the signal from a point target, assuming
C.W, illumination, is a long pulse which is frequency modulated in a
linear fashion. The fact that the target return is a train of pulses at the
'system PRF rather than a continuous signal is not important to the argu-
ment in this instance, since it may be thought of as a series of periodic
samples from the C.W, signal generated by the point target. All that is
required is to sample at a sufficiently high frequency (PRF)to avoid
Nyquist rate ambiguity difficulties. Referring to Figure 4, assuming
constant illumination intensity across the beam (i.e., a flat antenna
gain in the along-track direction), and disregarding the slight amplitude
change in the return signal due to the changing slant range as the beam
is swept by the point target, the voltage return as a function of the radar
position (x) is given by

grrht - 4.47-3 2%
Vix,¢)= A e e

Here ;50 is an arbitrary phase factor stemming from the complex reflection
coefficient associated with the point target.

1

3 it 3
but £ = RYMWX & R//J.ZR,_

*
or _f = R+L-%
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This "chirp" signal's instantaneous frequency is a linear function of
time or distance. The instantaneous frequency is a characteristic which
has a clear physical meaning for a signal with a relatively small per-
centage bandwidth. It means that the signal within a small time incre-
ment about the instant of concern is well approximated by a sinusoid of

the instantaneous frequency f;. Thus for the chirp pulse given above:

where v is the along~track velocity of the radar system (see Figure 4).
To say that there is an extensive body of literature on the lore of the
chirp signal would be a gross understatement. Perhaps the classic
article on chirp was that written by Klauder, et alg ; in

1955, The chirp waveform has certain properties which bear on the
system processor design. However, before these can be fully appre-
ciated, it is necessary to study properties of pulse compression type

waveforms generally.

Time-Bandwidth Product

Matched filtering is the touchstone allowing synthetic aperture
processing to achieve along-track resolutions finer than that provided
by the physical antenna's along-track beam width., The reason for this
becomes evident when one coﬁsiders the nature of a waveform of finite
duration. Associated with this waveform is a nominal bandwidth
containing better than say 95% of the waveform energy. It may be that
the energy of the waveform is distributed in several separated frequency

bands. In this case the effective bandwidth would be the sum of the



1L
bandwidths of the sub~bands. One can show that the time bandwidth
product of the waveform has a minimum limit of the order of one,
depending on the way that one defines the bandwidth. Starting with a
waveform of large time-bandwidth product then, it appears possible via
processing to reduce the waveform's duration or its bandwidth by the
inverse of its bandwidth or duration, respectively. It is, of course, also
possible to reduce both duration and bandwidth simultaneously. No
claim is made here regarding the efficiency of the compression process,
vis~a-vis the percentage energy of the uncompressed pulse which is
contained in the nominal duration of the compressed pulse, but it can be
shown that for matched filtering the conversion efficiency is almost 100%
and that the minimum time-bandwidth product is attained,
The carrier signal is defined, using exponential representation,

so that the mean of the energy density spectrum is zero about the carrier
frequency (fo) .

Sfé) = e (t) co,s(ay-(f +¢{£-J)
bt 71200 H*0S K] w 5[ a) e 7/ YT

Je}mma ") & ?J[Ez({)ef¢ﬂf]
qlelds o g_{:}/n A df

The rms signal bandwidth is defined as the second moment of the

modulation fun¢tion energy spectrum.

£
= [ [Fimp) ¢t f2£]

where [ is the waveform energy

£ =[SOt = 4 [Tl et =4 g;&m/ e

Similarly, the rms time duration of the signal is based on the second

moment of the modulation envelope squared.
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To establ'ish a lower limit on the time bandwidth product of the waveform,
first one establishes a general relation between the nth derivative of a
waveform, in either the time or frequency domain and its transform in the
opposite domain. Then it can be shown that a waveform which has a
linear or constant phase function with time ((15 (t)}, has the minimum
bandwidth for a given waveform envelope (a(t)). Finally, Schwarz's
inequality can be employed to fix the lower limit of the time-bandwidth
product. It is realized that an appeal to the literature would be the most
expeditious method of establishing the lower limit on the time-bandwidth
product of a waveform. However, there is much to be gained in following
the procedure outlined, particularly in the way of understanding the
fundaments of compression waveforms.

Consider a function g'{fc) with Fourier transform (G{f)). Then the

nth derivative of g{t) will have the following transform:

¥/ 34)]= [Lin [t tt] " e

taking the derivative inside the integral

27ut _

. “ # 2
‘,’c‘“[ag-,, g(i)]:(jznf’é[éa Gla) € ol « eiya/z‘

and appealmg to Fubinis theorem we reverse the order of integration

L o18)] = (F27) f «"Gle)l(f-@)du

or

dt” /’f)_] /7277)/ G//)

Similarly

7 7;}{"2 Gl1)] = (-#27) "t "9t)
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Note that we have derived two relations between derivatives of a function
in one domain and the moment of the transformed function in the inverse
(Fourier transformed) domain. These relations may be put in a useful
integral form with the aid of Parseval's theorem as follows: -

Parseval's Theorem:

fozc(z)ﬂ‘?l)o(x =/U(/) V*(/)o//
(-#2m) ¢ /9(8)) elt = / 60 Zom 600
(ﬂ?»")Z/ Tetwr'sy = [ 50 Z git)ete

Thus the rms bandwidth of the waveform and the rms duration may be

written in alternate forms to those given previously as follows:

"' /

i
/ A a;j
= / / 78 d//,az ZE Gz [2e d(é)e /qff

Integrating by parts vields

> / 4,2 4, , &

f = IF f [(a(f))+(a(a¢(f))} Lt
Hence the minimum rms bandwidth occurs with ¢ (t) equal to zero.
¢ {t) cannot equal a constant as this would imply a carrier frequency-
where we have specified M (f) to be for the modulation only at zero
carrier frequency. The conclusion is that any non-linear phase factor'
(¢(t))in the modulating envelope increases the bandwidth of the envelope.
The minimum rms bandwidth is achieved when ¢ft) is zero.

S = S [ tr™
é,.,m 778 Yo ]
Slmllarly, the mean square duratlon of a waveform may be written as:

5 - . ft /(o) ole f26 = qum[ﬁ///df mlf) ol
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By analogy to the mean square bandwidth treated above, it is clear that
minimum duration is achieved, in a signal of a given spectral amplitude,
if the associated phase as a function of frequency is constant or linear
in time. Linear phase signifies a time delay only, with no distortion in
the waveform.

The minimum time-bandwidth product may be derived as follows:

§ 5" f/a Wyt 4 [Eracsut

Invoking Schwarz's inequality vields

¢ {: >/4r£ /[wam) ¢ o'y dt [

b .
FL P
but
o : a0 o ,
[athedierde s e [ritatantt -2£
-0 :
thus ‘

In the process of deriving the minimum time-bandwidth ﬁrc}duct of
a waveform two very important principles were uncovered, namely that
the minimum bandWidth pulse has no non-linear phase term (((t))in its
modulation, and that the minimum rms signal duration for a given ampli-
tude spectrum is achieved when the associated phase function of

frequency (©(f) in the frequency domain is linear or constant.

The Lineariy F. M. Modulated Pulse Compregsion Sic}nal

It has been shown that the signal received by a side-looking

imaging radar system from a point target (assuming C.W. illumination)

is of the form: 27t = 2T ety #.)
s(t) e att) e TR "
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where a.(t) is the 2 way along track (azimuth) antenna gain
¢m is an arbitrary phase angle.
In order to study the properties of this waveform, consider first an infinite

time-bandwith product linearly swept F, M. signal;
. .
F(¢) = ef"zﬂdt’f "%‘%”ﬂ.t + ﬂn)

The Fourier Transform of this signal is determined as follows:

Suppose

,_/(277‘/{ + 42" )c{

: /w..,.é e el g #7V4,

-0

=272
& £

fﬁ/é[/cm (g(f-_é)(t‘t f-néﬁ‘**) ”ﬁ/
77% =~

With a change of variables such that

z
T4 = afe-mgf)

Slf)=ze & A /co ”ﬂdﬁ’fmfﬂzolﬂ]

The integrals in the brackets are recognized as Fresnel integrals and
finally we have
Z b/,
173y 1% - phe*
= 42 e &> .S'(é) =
) e
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However, the infinite time-bandwidth signal whose transform we seek has
a carrier frequency (fo) and an arbitrary phase factor { ¢,,,). Using the
fact that multiplication in the time domain is the equivalent of convolution

in the frequency domain, the transform of the signal is given as

7fE - fv'f #,) > T +d,
.s.:t'f)ze’ﬂ/“a * <> L /_7,.,- //4) /%ﬂd)

The above equation demonstrates striking elements of symmetry between
the infinite time-bandwidth product linearly swept F. M, wave in the time
and frequency domains: .

1. In both domains the amplitude is constant

2. In both domains there is a gquadratic phase factor
There are still other dualisms which may be explcred if one considers
certain derivatives. '

Examine the general relationship between phase , delay, and frequency

in the time and frequency domains:

f.?-”'

FLI(E)] = € £14)

?,[efzrr{t//fy - F{t("d':)‘

The dual of the instantaneous frequency is the group delay (73 ) which
is defined as

¢

AT X

where @(f) is the signal's spectral phase function
For the infinite time-bandwidth Qroduct chirp signal, 2'5 has physical
significance. Consider any, say, | kilohertz increment in the infinite
spectrum of the signal. The effective delay time for the energy contained
in this frequency increment is given by 2} according to the general
Fourier Transform relations given above. Like the instantaneous frequency

the concept of group delay ( '2'5 ) is only approximate. But for signals
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with reasonably large time-bandwidth products, say greater than 10, it

is often sufficient to associate the instantaneous waveform frequency with
its delay time (?5) . The concept of group delay implies that the spectral
phase function has a monotone increasing or decreasing slope. It is on
‘this basis that one is able to say that the nominal bandwidth of a chirp
signal is the difference of the instantaneous frequency at the beginning
and ending of a chirp pulse.

The expression for 'Z} was derived under the assumption of infinite time-
bandwidth product. The question which still must be answered is to what
extent does a finite time-bandwidth signal degrade the concept of group
delay (2;) and instantaneous frequency_(&(‘- ). A real signal has finite
duration and bandwidth: . -sz#p )

s(t)za(t)ef/z% 7

One would like to be able to determine the spectrum of this signal based
on the infinite time-bandwidth spectrum in the following way:

41t)= £ ¢

L _pd??
st =arpe”™ e 4

sif) = VE € F a(zh) e e P HE)

In other words, we have assumed a comrespondence between instantaneous
frequency and group delay based on the infinite time-bandwidth chirp
spectrum derived above. Corresponding time and frequency domain wave-
forms involve a complex factor e e"fg“/‘ in the frequency domain and
the substitution of ﬂ%for t. This is a reasonably good approximation

for waveforms wifh nominal time-bandwidth (as opposed to rm s time~
bandwidth) products greater than'10. Figures 5 and 6 show the extent

to which these approximations are valid for a normalized strict chirp pulse:
-#£t%
st)= 3¢ rect(f)e

Note that the nominal bandwidth (B) and the nominal pulse duration (T)
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Figure 5.

Frequency spectrum of a chirp signal for various values of TB
(From Reference 13, page 232},



22

40° |- .
- 1000 /7

O - e, VAVAVA\/
=-40° |—- p—
40° | -
= 100 _

0 .. N N, - Lvhvh\-. IAV/‘\ -

—40° —
40° - —]
1) _ 10 /_
:_____,.—-' \‘——_—/__\/\__,-’ i
-40° - —
40° |- —
| TB =3 /_

0 ]
-40° -
0 0.1 0.2 0.3 0.4 0.5 a.

f/B

Figure 6. Error in the phase spectrum of the "large" TB product

Y B prid
Actual 4 k

(From Reference.13, page 233).

approximation A© =0

6



23

referred to in these figures are based respectively on the difference of
instantaneous frequencies at the beginning and ending of the waveform

and on the corresponding differences in group delays. Thus

£ - 'y A £
B = 7 /feid Cocare ) = 7

The corresponding rms bandwidth ( (‘} ) and duration( “t )} are equal
respectively to ( B/ﬁ; Yy and ( T/y//}' }.
As a matter of reference, the exact spectrum of the strict chirp waveform
is 2
| 14, - 7147
sfL) = recetft)e’ Ce

w(r 2 %
S(f) = e’ ‘ 6)('34) ef
[ermma(E+2)]- cfrma(£-2)7
~f SLYETE(E+ 1))+ ¢ s[7e7a (£ -2)i

where C(t) is the Fresnel integral of the first kind
S(t) is the Fresnel integral of the second kind.
It is also worthwhile to consider the second derivative of the phase
associated with the waveform in both the time and frequency domains.
In the limit of large time-bandwidth products, the group delay approximates
the delay experienced by the instantaneous frequency { A* } in the time
domain. For example, the amount of energy in a compression type waveform
in the frequency band { AJ ) is given by i’/M(d’)/:J/ But this energy
manifests itself in the time domain with a delay Zg . Therefore

4/ v) g, = L) mih) ad
ag, _ /)
6 " /viz)’

/ z
Y. é;"z e(4)
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where I is the instantaneous frequency of the signal at time (t),

For the linearly swept F. M. waveform, 9”(0’) is a constant; hence, in the
limit of large time-bandwidth product signals one expects the spectral
amplitude to match the temporal signal envelope amplitude. Furthermore,
if the linear F, M. waveform is amplitude weighted in either domain, the

waveform in the opposite domain will mimic this same weighting.

Matched Filtering

Four central points which relate to the processing of large time-bandwidth
(compression) pulses have been stated and derived above. They are:

l. There is a minimum time-béndwidth product for a pulsed signal.

2. TFor a given waveform amplitude distribution in the time domain,
any non-linear phase function in time will increase the nominal
and the rms bandwidth of the signal.

3. For a given waveform amplitude distribution in the frequency
domain, any non-linear phase function in frequency will increase
the nominal and the rms time duration of the signal.

4. For linear swept F, M. pulse compression signals {time-bandwidth
products > 10) the signal envelope in one domain will mimic the
signal envelope in the inverse {transform) domain. The signal
phase will be quadratic in both domains as well.

Based on these rules, one way to achieve pulse compression in time is to
run the signal through a filter which will remove the non-linear phase of the
signal spectrum. This is accomplished by the so-called equi-phase network
whose transfer function if given by:

HIf) = rect (_%_é) e—-faff)

where 8 (f) is the spectral phase of the compression waveform. If B (the
nominal bandwidth of the filter) is sufficiently large, the non-linear phase of
the spectrum of the compression'waveform is removed and the output signal
achieves the minimum time-bandwidth product. In so doing, the nominal
signal duration of the input signal is greater than that of the output signal by
the time-bandwidth product of the input signal. In as much as the nominal

envelope of the "chirp" signal in the time and frequency domains are rectangle
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functions, the equi-phase network is a matched filter for the "chirp" signal.
That is, the nominal transfer function of the equiphase network is the complex
conjugate of the “chirp” signal spectrum. The compressed or "dechirped”
wave form (the matched filter output) is a sinc function ( SinTXSTE )
Thus, though most of the energy (better than 20%) contained in the original
chirp pulse, is included in the main lobe of the compressed (in time)
waveform, there are additional responses or side~lobes off the mainlobe.
The peak sidelobe is 13.2 DB down from the peak main lobe of the response
and this may be sufficient to cause serious difficulties in "reading" the
output of a matched filter. The matched filtering which has been described
is a linear, time invariant process in which the principle of superposition
applies. Therefore, two targets, separated in time by the interval between
the peak of the mainlobe and the peak of the principle side lobe of the
matched filter response, with each target returning chirp signals to the filter
may be interpreted as a single target with its attendant response sidelobes.
The problem is substantially lessened by shaping the amplitude spectrum

of the response.

Rihaczek13 gives a particularly enlightening analysis of the general
principle underlying spectrum shaping. Following Woodward,l4he establishes
a measure of the dégree of ambiguity in the response of a matched filter,

This number (/4,_-) . 1s equal to the normalized area under the squareld envelope
of the matched filter response. Richaczek shows that /4[ may also be
described in terms of the normalized spectrum envelope (Mn(f) ) of the

input signal according to:
w© ¢ .
A{ 3//MN(!)/ d/
-a

where  g(¢)= e (£) efﬂ‘(ﬂe,guﬁf

S(e)= r1(44)
My (f)=11(4) /35F

E is the energy of the compression waveform .
The ratio of that part of ( Az‘) due to the main lobe of the filter response
(AJ) to the total value of At is reasonable approximated by:
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2oeyf /;2//‘2, NIy Evz (] 4f

Thus in order to minimize the "ambiguity" of the filter response due to
signal outside the main response lobe this ratio must be minimized,
However, the second integral is directly proportional to the response
signal energy which one chooses to keep constant. The first integral on
the other hand, varies according to the rms bandwidth of the filter
response, It can be contreolled by signal spectrum shaping. Figure 7,
taken from Rihaczek ,shows two signal spectra. The matched filter
response to the first of these two signals will have relatively high side-
lobes while that for the second signal will have low sidelobes,

There is one obvious price that one pays for reducing the sidelobe
levels in this manner. Indirectly, it stems from the fact that the equi-
phase network no longer approximates a matched filter. Recall that the
transfer function of the equiphase network was flat in amplitude across
its bandwidth. This "matched® the flat spectrum of the large time-band-
width chirp signal across its spectrum and the equiphase network was a
"matched" filter.‘

Consider a matched filter where the spectral amplitude of the
filter response is the same as the spectral amplitude of the "shaped
chirp signal"”. The output of the matched filter will have a reduced rms
bandwidth if the signal spectrum is shaped for minimum sidelobes. Thus
the rms duration of the compressed signal will not be as short as it would
have been without shaping. What this amounts to, is that the response
main lobe will be wider than without spectral shaping. Some close target
resolution is sacrificed for the sake of reducing side lobe ambiguities.

If an equi-phase filter is employed to compress the linearly swept
FM compression waveform, the ratio of the total ambiquity of the filter
response to the ambiguity in the principal lobe of the filter response is
given by: '

| ComOr ] frmwrd
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Figure 7, Spectra with a) high and b} low
time sidelobes (From Referernce 13,
page 96).
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Once again the sidelobe ambiguities are reduced as the rms bandwidth
of the filter response decreases. It is interesting to note at this point
that were it possible to tolerate high sidelobe ambiguities, a signal
spectrum such as that shown in Figure 7 would achieve, on passage
through a matched filter, a reduction in the duration of the main lobe of
the response greater than the time bandwidth praduct of the input signal,
This happens because the rms bandwidth of the output signal is greater
than that of the input signal.

It was shown above that for linearly swept FM signals of large
time-bandwidth products (greater than 10) the signal envelope closely
mimics the signal spectrum envelope as a function of time and frequency,
respectively. Because of this, filter transfer function amplitude shaping
may be done in the time domain, Therefore, if it is desirable to realize
equiphase filtering which has been modified by amplitude spectrum
shaping, a conveclution of the linearly swept FM compression sighal
with the shaped impulse response (in time) of the equiphase filter may
be performed. As an example of the power of "envelope mimicking" in
the time and frequency domains for linearly swept FM signals of large
time-bandwidth products, consider a side-looking radar operating against
a point target. Let the two-way voltage antenna pattern be a truncated
gaussian function in the along track direction with the peak gain directed
normal to the radar velocity vector. Assuming that it takes one second
for the antenna beam to sweep pést the target and that the illumination
frequency is such that the total doppler bandwidth of the received signal
is 100 Hz, the received signal (s(t)) from a point target will be:

-c” [t —s00TT L
S() = € reci(¢) e c"“e JAThE *%)

Then, according to the mimicking property
-t Yy L ~c, 84 )*
3"([) = C,(/-CL,) (54 / recf(%g:“) & (/oo )
A3
e/[d—wr(%‘:‘) 7
X y
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and the matched filter impulse response would be given by:

At) = S*(-t) = C rect(f)e"clt;"7/:'2”'1:"-"'/007’"‘5 +)

It should be noted that once the linearly swept F, M. signal has
been processed by either a matched or an equiphase filter, the spectrum’
of the output signal is real. Therefore, the time domain response 1S the
Fourier transform of the signal spectrum envelope in the case of an equi-
phase filter, or it is the Fourier transform of the signal spectrum envelope
squared in the case of a matched filter. Such a relation also exists in
the case of weighted antenna aperture illumination and its far field
Fraunhofer antenna pattern. Numerous references exist, giving these
transform pairs, and since the antenna designer is vitally concerned with
reducing sidelobe strength, studies of optimum ape-rture weighting exist.
These provide convenient references for filter spectral envelope- and
signal spectral envelope design. Thus, for example, it is known that a
uniformly illuminated one .dimensional antenna aperture produces a
sinc function radiation pattern. Similarly then, a matched filter with a
rectangular spectral envelope produces a compressed signal which is a
sinc function. Sidelobe reduction due to Taylor spectral weighting has
been well studied and documented. 9 There are in fact, many schemes
documented which reduce sidelobes at a cost of decreased close target

resolution (primary lobe width).

Quadrature Petection

To this point, the arbitrary phase factor (ﬁ) in the signal has not
been properly high-lighted. It has been assumed that this factor was
matched by the filter. In reality, this factor is arbitrary, and cannot be
matched in a given filter. However, its effect is masked when the matched
filtering is done at an offset frequency with a passive filter in as much

as envelope detection is applied to the filtered signal output. On the
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hand, if matched {filtering is done by an active carelator, correlation
with the reference function {against a length of stored continually updated
received signal) at intervals shorter than the inverse of twice the signal
bandwidth allows the modulating envelope of the output signal to be
retrieved with low pass filtering again ihdependently of g. However,

in as much as the effasctive doppler bandwidth from a point target is
halved if the offset frequency is zero, the P R F of the radar system may
be set equal to actual doppler bandwidth (with offset frequency the PR F
is twice the doppler bandwidth). Because the radar system P R T is the
determining factor in the width of swath which may be imaged, reducing
the P R T by a factor 2 allows the swath to be doubled. Figure 8
displays a comparison of the continuous {c. w. illumination) waveform
received by a side-looking radar from a point target; in the first instance
on an offset frequency ., and in the second with no offset frequency. For
the case with no offset frequency, the effect of the arbitrary phase

angle becomes visible.

Assume the reference function to be given by:
s (t) = rect(%) cosdz*
and the signal with no offset to be
s(2) = rect (£) cos( £t +¢)
The correlation function 1s then given by:
Tsg) = /co.mf cos(L(t-T)%+ @) AL €

It is apparent that the peak value of R { T J ¢ ) will cccur with 1=0,
but the value of R (0) will be a strong function of the arbitrary phase

angle (#). For example, 1f,6equals zero
=

z
R (0:0) = / ‘v [ st <43 G)

but if # equals ~ 4.
. - T
(C’a"r )= 5%

and the ratio of R {0;0) to R (& -‘} is (trajfrg }
where (7 B ), the time-bandwidth product of the signal may be
quite large.
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Algorithm Employed With Quadrature Detection
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Figure 9 is a schematic of the algorithm used when quadrature
detection is empleoyed ik a side-looking radar. The input signal
depicted is that due to a point target. The output of‘this algorithm
is very nearly linear with input voltage amplitude and independent of
(#).  According toFigure 9, the outputs of the four correlators are
given by:
A cc cos gf-—A'sE sinp’

A, Ac_scosﬁ—Aﬁsinpf

By A 5C cos +A<":"ésin)a/

B, ATSScosg@tATS sing
where, for example,

k24
T 2 2
s =[ +szm4&t cos4(t-T) Lt

and following the rest of the algorithm, the output voltage is

\/our = A (E-é -fﬁ')
or “a
- cos 4t cos(L (¢-7)%) L€
%of = A [z-pz CO.S( (¢-z) )

Figures 28 and 28a in Chapter V show comparison of quadrature detection
and non-quadrature detection for zero offset frequency. In these
figures, a statistical target of given cross section is being imaged.
Quantitatively the M/STD (mean image voltage to its standard direction)
ratio in the final images is 5.5 dB and 2.5 dB for the quadrature and.
non-quadrature receiver respectively.

Side Looking Radar Ambiguity Diagrams

Ground mapping by synthetic aperture radars may be considered
as a special case of general target detection radar. The targets for
SAR are stationary and closely packed. The relative velocities of the
targets and the radar are determined solely by the radar velocity and the
direction in which its antenna is pointed. Both of these quantities are
known. Thus, certain constraints exist on the parameters of relative
motion of the targets with respect to the radar.

Implementation of radar return processing for synthetic aperture

33
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radar images is most often accomplished by cross correlating the stored

returns with a particular reference function. To this point, synthetic
aperture radar has been described in terms of matched or equi-phase
filtering., However, filtering which is usually thought of as a
frequency domain multiplication process, has its counterpart -cross
correlation - in the time domain. There is little question but that
linear passive filtering is the most simply ef fectual form of such
processing. However, it suffers from the fact that a large number of
returns collected over a time period of the order of hundreds of milli-
seconds, must be processed at any instant. Passive filters with delay
times of these magnitudes are impractical to build. Therefore, the
processor requires a memory capability. With sufficiently fast
memory readout , a passive filter could follow the memory and perform
the dechirping or filtering function. Such a scheme may have merit,
but it is not usual, and it will not be studied in this report. Instead,
the string of radar returns stored in memory are multiplied by a
reference function and the sum of products is taken for form a cross
correlation. '

Consider an illumination pulse train or the signal used to track
a point target on the ground. The target has a radial position (R),
a radial velosity (R), and a radial acceleration (gRo) The effective
pulse train duration operating against the point target is the time
required to fly the along track beam width of the physical antenna at
the target. The measure of the round trip time of the pulse train to
and from the target will be taken in the time required for the center
of the pulse train to make the round trip. Of course, the envelope
of the return signal (pulse train) will be distorted to some extent
due to the relative motion of target and radar over the pulse train
duration. However, Rihaczek13 has shown that envelope distortions
due to relative velocity (ﬁ) are inconsequential as long as the nominal
time-bandwidth product of the pulse train satisfies the following
inequality

T8 £ o /8

where € is the velocity of light.
He has also shown that relative acceleration does not distort the
envelope significantly, provided that
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Both these conditions are usually satisfied in side-loocking radar
systems, where radial velocities and accelerations are small.

To establish a time reference, the time at which the pulse train
center is launched is set egqual to zero, and the time at which the center
is received back is called¥,. The delay or round trip time suffered by
parts of the pulse train arriving back at the radar at time (t) may be

expanded in a Tavlor series according 1o the formula:

[ O (_t_,g)z . .
T =1+ E;’(-ﬁ T+ T e +orders of magnitude smaller terms

where R, is the radial distance between target and radar at time Z_/2

_ 2R
‘z;‘. co [ <] _/ o
5 (1r F) ~
] c
oo 2 -3 -
e _ 2R o ~ 2.5
T T (/* c) ~ "¢

Since the return signal envelope is taken to be essentially the same as
that of the illuminating signal, it is merely delayed by a time £,. How-
ever, the phase of the carrier will be sensitive to small differences in
delay time over the duration of the return signal and this sensitivity will
manifest itself in non-linear phase terms in the return signal.

Consider an illuminating pulse train of finite duration on a carrier

frequency (fo)

7z
s(t)= az(z‘)e,fz”z

where aft)= rect (—75;%) % [comb (—i‘) . mct(% )]

Toca
Tove = thC basic polse Soration

Toer > the pulse S,D.Pcé'?fry//"/f’/‘-‘-’)
7_2.,.. = tAe /e»yfﬁ of the pufse Crain
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The return signal will be approximated by

st = a(t-7)e T

letting the following substitutions be made,

£
_/oz._é—

n

¥

o

£
- 2 rp—
Y, =-43 %
the received signal may be rewritten . as:

TR - )r 5 (-3 )
= efepe” 74 z)+ y)

( ){, ) is recognized as the doppler frequency. Also, it Is seen that the
term due to target acceleration (_Y;j) will contribute to a linear change in
prhase with time, creating a new effective doppler shift no longer
associated with just the relative velocity of target and radar. In addition,
the acceleration term ({ ) will cause the return signal to be linearly
swept in frequency with time.

To effect matched filtering, in the time domain, a cross-correlation

is performed with the following reference function:

~FRIT([E +YE K £%)

a(t)e

The cross correlation is given by:
o
e*f"”"-/ )T FRIVESTI SR LEO-Y T
Pnyyy)= — a(x)e(r-oe oL¥
-0

where X = ¢~ 2

Ve %y

ERAT
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The factor 1/2 comes from the fact that the signal is written in
exponential form. Note here that 7, ¥ and ¥ are respectively the delay,
doppler, and acceleration mismatches between the reference and
received signals.

The usual form of ambiguity function defines a surface over the T-
plane, whose height is the amplitude of (Zﬁ;ﬂ)) . In the usual case,
higher range derivatives than the first are zero. One may plot the
usual ambiguity diagrams for the case with range acceleration if ¥
and 3’1 are considered parameters. However, a simpler and more in-

tuitively saitsfying procedure is to rewrite as follows:

ST / A s2hir -y 27)
e

2oy =<
-0 FETMX

/&(x)a(x-z) e 7 of X

Recognizing that(?,/is an inverse Tourier transform and applying the rule
that multiplication in one domain in convolution in the other, one is able
to write /'Z} in the form:

,z;r//w)::
Y(oyxr)= S5— e

zrrb’? [ ;,zy(a—x%u;xr‘}f
g

‘ ﬂ)ﬂlr
¥ M-¥) X (1717 e J

where M({) is the Fourier transform of a (t}. Had the target range
been constant at R and the target velocity been constant at fi and
had the target acceleratmn been zero over the pulse duratlon 2’ would
have been:

P20 T z

2ty = M) ¥ /M/weﬂ”)

and the ambiguity function would have been:
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Considering the function ,2’(2’,))) for the non-accelerating case as
#. ( ¥) with parameter 7, one realizes that e with
’Z’R'.-.-o J P z KZ,/E?!Q )

parameter Z for the accelerating target is the output of a filter

[2(c)]= 3 [ D) x M) e

whose transfer function is expl ¢ 27 ( b’zkz-fza;zx )] and whose
input is o vT) .
inpu Zi,:o( }7)

27 ¥ WL TX
gEIT H(x)=-e! _""/éo*o (V7)

f

/‘e (VJZJ — HX)= e
gzo

z?rb.zxz.
The first half of the filter (H (x)=e ) is a dispersive filter which

broadens a wave-form of finite duration in % . However, the amount
of broadening is proportional to the mismatch in acceleration ( ¥ ). This

mismatch is controlled by the along-track velocity of the radar which

in the imaging radar situation is fixed. Hence, the first filter is not
expected to have a major influence on the ambiguity diagram for the
radially accelerating target. On the other hand, the second filter

Ty TX - .
(Hix)= e 4 ), delays %—o( ¥:7) uniformly in » by an amount equal
to 2 ¥ Z¥. The second filter is the essence of imaging radar. To see
why this is so, one applies the formulas derived, to the finite pulse

train of illuminaticn. Recalling that the illumination envelope is given
by:

aft)= rect (;;i)*[coméfﬁe) o recf/ﬁ:)‘]

with inverse Pourier Transform

M)z 7, s Z-wl)’[;ﬂ* co”’é(zf;:ec{)* Tr snm('g,/)]

the ambiguity function for the non-accelerating target is roughly
estimated to be that shown in Figure 10a. And roughly the ambiguity

functicn for the accelerating function is skewed as shown in Figure 10b.
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Since the doppler mismatch is controlled by the speed of the radar
platform as is the acceleration, the most importait migmatch will be
in delay. In order that there be no ambiguities on the delay axis, the

diagram shows the following constraint

/
T > 27

PER Zr

For a side-looking imaging radar traveling at a velocity e am and with a

uniformly illuminate_d antenna aperture ¢ meters long in the along-track

direction
7 =45
“r £ Ay
and
. /-?o ,g_z
<
] — oA 4
Y, =427 = F &
yielding

_ 1'%{2 2 2(BW) doppler
the Nyquist sampling criterion. The resolution in doppler is l/Tﬂ_
corresponding to an along-track length of £/2. There are no ambiguities
due to Doppler mismatch, since the separation between ambiguities is
better than twice the doppler bandwidth possible with the geometry of
synthetic aperture imaging. From the ambiguity diagram it is clear that
the constant radial acceleration of the target during the illuminating
pulse train is required to achieve fine along-track resolution. The
acceleration skewes the ambiguity diagram removing delay ambiguities
when the dopplef and the acceleration terms are perfectly matched by

the reference function.
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VARIATIONS ON SYNTHETIC APERTURE RADAR PRINCIPLES

Synopsis

Variations on synthetic aperture radar imaging procedures are
reflected in the modification of the processing algdrithm introduced in
Chapter Il and sketched in Figure 9. The algorithm is studied in the
frequency domain and its basic mechanism is reviewed. In this way the
difference between quadrature and non~quadrature processing is estab-
lished. Issentially the clutter level goes up and the mean to standard
deviation ratio in the image of a Rayleigh distributed target decreases
by 3 db with non-quadrature processing. However, the along-track
resolution is the same for both types of processing. Non-guadrature
processing eliminates 75% of the computations required in quadrature
processing and cuts procesgor storage by half,

Zone Plate processing, presumming, and the effects of system
and quantization noise are discussed. The notion of Subaperture processing
is put forward as a method of reducing processor storage while simulta-
neously degrading image resolution to the required level and enhancing
image mean to standard deviation (M/STD) ratio. The method is shown
applicable in both quadraturé and non-quadrature processing,

Introduction

All side looking image radar systems utilize the basic imaging
geometry of target and radar described in Chapter I and illustrated in
Figure 1. Hence in all systems, the same target histories would be
available for filtering. However, the types of processing (filtering)
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that are possible are legion in number. Each offers a trade in the suit—
ability of its final image to satisfy user requirements against the engin-
eering requirements of an SAR system. An obvious example of this is the
fact that matched filtering, or employing a reférence cross correlation
function which is the return signal history of a point target, provides the
best close target resclution possible in the along-track direction. How-
ever, such processing is distorted to a degree which may or may not be
acceptable, by the presence of minor but finite responses of the radar, to
targets cutside the prin.cipal beam of the synthetic aperture radar but
within the beam of the radar's physical antenna. In Figure 16 cne observes
that a point target at a given range is imaged as a strong target of small
but finite along-track width in the presence of minor targets at the same
range. In Figure 17 the same point target ié imaged as a strong target

of slightly greater along~-track width in the presence of much weaker
targets at the same range. A trade has been made between close target
resolvability and "clutter" or spurious response suppression. Thé trade
was effected by using a weighted reference function in the second case.
In so doing, though it is not apparent in Figures 16 and 17, the image-
signal-to-system-noise decreased. However, since the clutter response
of the system is a kind of noise the net gain (plus or minus) in image
quality requires that this be taken into account,

Usually the primary requisite of a side~looking synthetic aperture
radar system is to enhance the along-track close-target resolution in
the image beyond that which is attainable by the radar's physical beam.
When it is not necessary to achieve the best close-target resolution
possible trades may be made leading to the design of simpler processors
which just achieve the design requirements. '

Beside the noise introduced into the synthetic aperture radar image
due to system electronics and clutter ambiguities noise is introduced into
the picture by the subject of the radar image itself. That is, the nature of
extended terrain targets is such that their voltage reflection coefficients
are statistically distributed. Two distinct plots of wheat, at the same



20

slaht range, will not return the same strength radar signal nor will the
phase of the return carrier be the same, However, it is generally
accepted that the mean value of the strength of the signal return is
chéfacteristic of wheat and different from that of other targets, Ideally
one would like to obtain a map of target categories rather than an image
of actual radar returns, The variance in the intensity of radar return
strength from a given target category represents uncertainty for the user's
purposes just as does gystem or clutter noise, With this in mind it
becomes possible to improve image quality under certain cenditions even
though éignal—to-system-noise decreases,

To this point, only fully-focused synthetic aperture systems have
been discassed. They involve correlating a string of return signals with
the impulses response of an equiphase filter whose transfer function
ain'plitude may be weighted or with that of a matched filter., The nominal
bandwidth of these filters has been equal to the doppler bandwidth of
the returned signal (i,e., the nominal bandwidth of the impulse response,
derived from an impulsive target at a given slant range over which the
anfennas physical beam is swept). According to the sampling theorem,
this requires that a minimum number of pulse returns, equal to twice the
tiine-—bandwidth product of the return from a point target, be stored in the
prbcessor per range bin for processing at any instant.

The storage required in the processor is staggeringly large! This
high storagé capacity is the reason why film is the storage medium most
often used. However, use of film precludes real time processing. The
essence of the problem of real-time synthetic aperture image generation
is the amount of processor storage required, It will be shown in Chapter VI
that, although the number of electronic operations on the stored returns
in the processor is also very large, synthetic aperture processing may he
carried out electronically provided adequate storage is feasible.

All forms of processing studied in what follows involve some

modification of the processing algorithm sketched in Figure 9 on page 32.
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Non-Quadrature Detection

Costs involved in employing non-quadrature detection are
"discussed here., Without quadrature detection, all the algorithm sketched
in Figure 9 page 32 are done away with save for Al . Obviously there is
a considerable saving in the number of arithmetic operations that are
required for an image. Nearly 75 per cent of the operations are eliminated,
the hardware required to implément the algorithm is reduced almost by a
factor of 2, and most important of all, the storage required in the pro-
cegsor is halvaed., This is a huge savings. .

The cost of this saving is most easily realized with the aid of the
processor algorithm development of Chapter II and through Figures 30
through 30a on pages 128 and 129. The algorithm development shows that

the image for a point target with only correlator (Al) being used is:

W

A/'C’ﬂ/ ¢/ca.s A#:cosfﬁ(f'z)zdf
-

¥ A

- ’“:”f sin £eicos éfz‘"?)zaéf/
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Table I shows the spectra for the various wave forms involved in the
integrals.

The first integral in the point image expression is the auto~correlation of

T
. 2
rect _{;____:c_ cos ,,é’fz + rect 'f;’?L COs(-JZ‘z)
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The energy contained in each of these two terms is 1/4 that in the princi-
pal lobe response and it is spread uniformly in a low pedestal to one side
or the other of the principal lobe over a time 2T. This is shown clearly
in Pigure 30 on page 128 (bottom curve} which is essentially the output of
matched filtering of a V-FM waveform.

The second integral term in the output of correlator (Al) for a
point target image is the cross correlation of

z A
rect f‘-}'—-‘z'cos..é’fz + rect fg,.t_}— COSK—JZ‘Z)

with

7

£ z
yrect f—;-'z sin g1t - rect -t-';‘-‘"z"-‘ié?f/-qéz"z)

In the frequency domain the following mulitiplication takes place

This time only the terms responsible for the p=destals remain in the
product and the principal lobe of the response is gons, In fact the last
curve of Figure 30a onpage 129 is essentially the cross correlation of
5in kt2 and cos kt2 and it shows only the pedestal.

. Therefore, using non-quadrature processing, one expects an image
with a reasonably largé amount of clutter, Also the presence or absence

of image points will depend on the phase of target voltage reflection
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TABLE I
Positive Frequency Spectra of Up and Down

Chirped Signals
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In the frequency domain, the following multiplication takes place

-7 7 LAY &
é/;—/’é_ﬂ'—reczl. d/ 7 // //V e/fe‘f.dy
Which is equal to

z 2
%r L4, s ZES
) /'f"e < '/‘z"'e =o

In the above expression, the rectangle function goes to a sinc function

i?’

in the time domain yielding the principal lobe of the response., Both of
the remaining terms contain quadratic phase factors and aside from the
constant phase factor, they may each be associated with a chirp function
in the time domain through the transforms listed in Table I. (The constant
phase term only accounts for a slight delay on the time axis.) The second
term in the parenthesis transforms to:

Z
rect(£2r /éz‘)
© .Z’.T‘/COS 2

The last term in the parenthesis transforms to:

-7} . Ar®
rec-e_‘/—L—-;;-:/ cos =
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coefficients, Therefore, one might easily be led {o expect that the mean
to standard deviation ratio for images of random phase targets under non-
quadrature processing would decrease. That is to say that the images of
such targets would appear more granular than they would under quadrature
processing. In fact the data that were gathered under this type of pro-
cessing for targets with statistically distributed reflection coefficient
phases indicate that the mean to standard deviation ratio of the images
suffers a 3 db loss under non-quadrature processing vis a vis quadrature
processing (see Table IV page 93). |

It is interesting to observe the spectrum of a point target under
quadrature detection., According to Chapter II the image is proportional
to the absolute value of the sum of the auto-correlations of sin ktz and
cos ktz. Going back to Table I page 47 and computing the products of
transforms shows that the pedestal or clutter response of each correlation
exactly cancels out that of the other and that the principal lobe of each
correlation reinforces that of the other. Therefore, close-target reso-
lution will be the same independent of whether quadrature or non-quadrature
processing is used, Studies 13 and 14 on pages 89 and 90 indicate that
this is in fact the case.

Focused and Zone-Plate Processing

A saving in the processor complexity may be effected by modifying
the four reference functions with which the input signal is correlated in
quadrature processing, so that sin ktz/ | sin ktzl and cos kt’g/ [cos ktzl is
substituted for sinkt2 and cos kt” respectively. Studies 3 and 7 on
page 85and 86 provide a comparison of the synthetic aperture beams
employing the unmodified and the modified reference functions reépectively.
Except for slightly greater cluttér levels in the case of the modified:
reference functions, there is not much difference. The modified reference

functions are easy to implement in a digital processor since the values of
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the reference function are either 1 or -1. The modified reference functions
are Fresnel Zone plates and hence the processing may be descriptively
termed "Zone Plate" processing. Unfocused synthetic aperture radar is
"Zone Plate" processing employing reference functions which include only
the first Fresnel Zone. This kind of processing provides along-track
resolution which is considerably poorer than Full Zone Plate processing
as is showﬁ in Tigure 21 pagelll. The TB products of the reference
functions equal 2 in unfocused processing. And since T increases as

the square root of slant range (R), the along-track resolution which is
vO(B_l) {where vy is the along-track radar velocity) is also proportional
to the square root of the slant range, This is in contrast to full Focused
or full Zone Plate processing where TB is directly proportional to R as is
T and the along-track resolution is therefore also independent of R,

Presumming

Prcsumming is a technique commonly employed to reduce the
storage required in a processor. It involves summing a series of return
signals prior to processing them. Hence the storage required in the
processor is down by a factor equal to the number of pulses summed,

Of course to match this, the lengths of the reference function are also
"compressed" in the same way. The effect of presumming is most easily
realized by thinking of the process as a convolution of both the returns

and reference functions in a given range bin with a rectangle function
whose width is N(PRF} where N is the number of returns summed. Convol-
ution in the time domain is the counterpart of multiplication in frequency
domain and hence it becomes clear that presumming N pulses in the time
domain is the same as reducing the doppler bandwidth of the return signal
by N. But the along~track resolution of the processor is directly propor-
tional to the inverse of the Doppler bandwidth and therefore the along-track
resolution must degrade in direct proportion to the number of pulses
summed, This is essentially the result shown for Study 10 pages 101 and 106

on presumming.
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Image Quality

A well accepted model of terrain as a radar target is a grouping
of point scaiterers whose voltage reflection coefficient amplitudes are
Rayleigh distributed and whose voltage reflection coefficient phases are
uniformly distributed between 7 and -7 (see Appendix I ). Targets which
compris¢ a single terrain category are assumed to have a mean amplitude
of reflection coefficient which is proportional to the square root of the
differential scattering cross section of the target category. The radar
with the best possible resolution attempts to create a map which is
proportional to the amplitude of the individual point target reflection
coefficient. For a given target category the Rayleigh distribution provides
a mean to standard deviation in the image voltage which is ¥3.5, This
means that there is a strong "speckling” in the image of a single target
category. However, if the resolution is fine enough, the viewer of such
a speckled image, may view it from a sufficient distance that a degree
of image resolution is lost since the resolving ability of the eye decreases
with distance. At the same time, the eye may be thought of as performing
a convolution of the image with a two~dimensional "spot" whose diameter
is greater than the image resolution length. This post detection integra-
tion will increase the M/STD ratio of the image to the viewer by the
square root of the number of resolution cells in the "spot". The viewer
has been enabled by this means to exchange image resolution length
for gray-tone resolution., In many applications this viewer option is
worthless inasmuch as the acceptable gray-tone resolution and length
resolution are decided a priori on the basis of the type of terrain to be
imaged. However, the size of the storage in the SAR processor and the
bandwidth requirement of the telemetry link to transmit the image to the
ground are vitally affected by the image resolution length. Therefore,
what one seeks is some method of degrading image resolution in the
processor to that required, and at the same time enhancing image quality
through post-detection integration.
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In SAR systems the image M/STD ratio is also decreased by system
noise, clutter and in digital processing by quantization neoise, However,
both the effects of system and quantization noise are reduced to a remark-
able degree by the large amount of predetcction integration which takes
place in the processor, The process of noise reduction in "matched filters"
which is the essence of SAR radar processing is well documented in the
literature,

In digital processing quantization noise is added to the returns

which are t¢ be match filtered, If the guantization increment is §,

i

w0

Schwartz™ shows that the mean error in e_aach return, assuming returns
which are distributed over a range which is large compared with § is zero
and that the variance of the error is 62/12. Some insight into the magni-
tude of the error caused by quantizing returns for Full Focused quadrature
processing may be had through the following computation. Assume that
the synthetic aperture is (N} pulses long (2N numbers per range bin). The
quantization increment is {(8). The rms error will be taken to be (5//N1Z ),
The amplitude of return signal voltage from a resolution cell {3} will yield
an image voltage (NA). Therefore the effective quantization noise is
(62/12N). In Figure 22 page 112, A ranged between zero and 20. § was

50 (5 bit quantization over a range of véltage from =800 to +800 in return
signal) and N was 120. Therefore, the effective noise voltage was

50/46 or about 1 volt., The image is fairly good when S/N is better than
6 db and the image is very goed beyond the first fifth of the image line,
(sce plot 1 Figure 22¢, page 113). For 4 bit quantization the image
should be relatively good after the first 40% of the image line and for ‘

3 bits after the first 80% of the image line. These expectations are

fairly well born out by the data in Figure 22¢. In general, the maximum
size of the quantization level which is tolerable will depend on the
number of returns which are predetection integrated and on the range of

image voltage expected.
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Subaperture Processing

Subaperture processing is a method of improving the image mean to
standard deviation ratio at expense of image along~track resolution, It
offers as well the possibility of reducing the amount of storage required in
the processor., Essentially the method creates several synthetic aperture
antennas, each with a wider along-track synthetic antenna beam than is
possible with full fecused processing but still much reduced in along-
track width compared to the physical antenna's beam, ' Fach of these beams
is "squinted" within the width of the physical antenna's beam so that it
is directed fore or aft of broadside to the radar's track, It turns out that
images achieved with subapertures whose principal lobes do not embrace
the same range of doppler frequencies in the return Signél are images
of ground targets from a given statistical population which are decorrelated.
Hence such images, once detecfed, may be sumxﬁed to increase the mean
to standard deviation ratio of the final image. Essentially, one is able
to perform averaging in Doppler bandwidth to reduce image graininess.
This is in conirast to the theses of W. P. Waiteleland G. Tho;ﬁannl? who
have studied averaging in rangé bandwidths to reduce image variance.
One special advantage which accrues to averaging in doppler bandwidth
is that it allows one to employ synthetic aperture processing techniques
to reduce along—tljack resclution, So far this has not been shown to ba
possihle with averaging in range bandwidth since the coherence required
for synthetic aperture radar is absent. That is, the averaging is done
post-detection. .

Subaperture processing is accomplished by using only a portion of
the full length of the reference functions which are used in full focused
processing. Thus in full focus ed processing, correlations are performed

against reference functions of the form

-

rect Z ?f; {—é‘fzf
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For subaperture processing the reference functions go to

I’ecff—;}-"ﬁ :_‘;; {z@ff/

Here ]rx‘ < (%-}S} and x € T. If one desires 5 non-~overlapping sub-

aperture beamsg, the total or complete correlation reference function
could be divided into 5 non-overlapping parts. The number of returns
stored in a range bin at any instant would be 1/5 that required for full
focusing., However, the number of correlations required would be 5 times
greater than would have to be done on each set of numbers in a range bin
under full focussed processing because essentially 5 different images of
a range line would be in the process of being generated at any instant,
Nevertheless, there would still be an increase in the time available for
computatioﬁ of the order of 5 because decreasing the resolution by a
factor of 5 means that the image line being generated need only bhe
sampled one fifth as often., Hence by using such subaperture processing
only 1/5 the processor storage is required and there is 5 times as much
time to make computations as there is for full focused processing and the
image quality vis a vis the M/STD ratio is up by a factor of 5 in the final
image. The price is that the along-track resolution has been degraded
by a factor of 5. The impulse response of such non-overlapping sub-
apertures is shown in Figures 26 and 27 on pages 120 and 122,

The one element of increased processor storage not mentioned ig
the temporary storage required for each of the 5 imaged lines generated
per range bin. That is, since the five synthetic aperture beams are non-
overlapping, the images cannot be summed completely until the radar has
moved a distance equal to '(N-l)/N times the length of the physical anten=-
na's beam on the ground. This storage is not inconsiderable. However,
it is extremely slow storage and might easily be done outside the primary
processor with a storage technology much less sophisticated that that
required to perform the correlations. It would not be unusual for the cycle
times required in the "averaging stores" to be three orders of magnitude

greatcr than that required of the correlation or "working stores.”
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Gerchberg and Haralick18 have shown that depending on the
covariance of samples from a stétistical popu-lation the M/STD may be
increased by an optimum weighting of correlated samples. If this
technique proved practicable in the subaperture processing situation it
might be possible to either increas'e the M/STD ratio in the image by a
factor greater than the along-track image degradation or to reduce the
total number of images and hence the size of the averaging stores while
retaining a given M/STD ratio.

The technique of subaperture processing applies to non-quadrature
processing as well, Of course, using non-quadrature processing reduces
the size of the "working stores" by a factor of two and the number of
computations by about 75 per cent. At the same time the mean to standard
deviation {M/STD)} ratio decreases by the factorﬁ—. This is documented
fdr Rayleigh distributed targeté in Table IV page 93.

It is instructive to study the point target response for non-
gquadrature subaperture processing in Figures 27 and 27a on pages 122 and
123, Of course one must be a‘ware of the fact in studying these Figures
that they are for a point target with a particular reflection coefficient phase.
They are dependent, especially in regard to the size of the principal
response lobe, on the value of this phase (Study 18 page 98). The central
subaperture response (curve 3 of Figure 273)is essentially the same as one
would expect from matched filtering of V-FM as discussed earlier in this
chapter. However, the other four responses shown in Figure 27a have the
pedestal separated from the primary lobe. By using the Fourier Transforms
shown in Table I one can show that the pedestals arise from the cross
correlation of an increasing frequency chirp with a decreasing frequency
chirp over the same band width, Since the reference function for these
subapertures {all except the middle subaperture whose reference function
is a V-FM signal} are either increasing or decreasing linearly swept FM
signals, the primary lobe will bé created when the reference function lines
up with that part of the V-FM point target return signal which has the

same spectrum as the reference function does to within a complex constant,
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However, the pedestal is created as that part of the point target signal
occupying the same bandwidth as the reference function,albeit chirped

in the opposite sense to the reference function,is cross correlated with
the reference function. Thus in the topmost plot of Tigure 27a the pedestal
and the main lobe are separated essentially by the along-track width of
the physical antenna's beam on the ground. This is because the reference
function which creates this subaperture corresponds to the bandwidth of
the point target signal as the first fifth of the physical beam sweeps by
the point. Of course for the V-FM generated by the point, the same band
is again encountered {although the chirp is in the opposite sense) as the
last fifth of the physical beam sweeps by the point,

Figure 29a of Study 17 shows a comparison of subaperture imaging
with quadrature and non-quadrature processing. These pictures give
some insight into the meaning of M/STD ratio which has been adopted
in this paper as an image figure of merit.
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PROCESSOR SIMULATION

Synopsis

A Fortran program was written to have a Alarge general purpose digital
computer simulate the imaging performance of various radar systems againsi
diverse targets. The program is documented in Appendix III, The pro-
gram itself contitutes a major product of the research performed. There-
fore, this chapter is written to link the program parameters to the physical
phenomena which they model. It also elucidates the numerous processing
options which are at the user's disposal.

Introduction

A major problem in creating the computer program to simulate a
digital processor was that of making the prbgram sufficiently flexible.
Processors may be more or less effective depending on the nature of the
targets imaged. Performance also depends on the linéarity of the receiver
characteristic, the receiver noise figure, possible Doppler mismatch, the
antenna pattern and the degree of quantization employed in the digital
processor, For a full evaluation, these characteristics had to be included
in the simulation program along with a large variety of possible processing
techniques. Provision made for these features is detailed below.

Another problem was to devise some effective method of evaluating
processor performance. Three separate devices are used for this purpose
in the program: _ _

1. A plot routine built into the program yields a comparison of the
actual along-track targets in a given range bin with the image line

generated by the processor. In effect this plot routine graphé the
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amplitude of target reflection coefficients in a line and it also
graphs the image of these amplitudes.

2. Statistical analyses of target reflection coefficient amplitudes,
radar return signals and the image line generated by the processor
are made. Means, variances and covariancesg are determine as
well as 90 per cent confidence interval for these results. The
statistical analysis is particularly important in determining the
extent to which the sub-aperture technique described in
Chapter III eliminates image graininess.

3. A full Z-dimensional picture can be generated. This method can
be deceptive; however, used with care it doeg present a satifying
example that makes quantitative statistical results more meaningful,
The simulation program is documented in detail in Appendix III.

There, the reader will find the overall program organization as well as the

organization of cach subroutine which comprises the program. A printout

of the program is also included as part of the Appendix. In what follows
here, the uger's options and input methods for them are described. The
options are listed in terms of the physical phenémena they model. Ten
cards are input to the program per run, A list of subheadings in the
remainder of this chapter is presented below:

o=

Ground target type
Physical antenna pattern along track
Target line pattern options

Pulge repetition frequency

jn B o I @ =

Receiver gain function
Receiver noise

Doppler mismatch

Qo

Signal quantization
Focused and zone plate processing options

Pregram output options

m b | o |
. -

Statistical énalysis of processor performance
Figure 11 shows a schematic diagram of the radar system components and

organization which is being modeled.
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The simulation program is organized to image only a single line of
targets (one range). The number of such bins which must be processed in
parallel in an actual processor is found by dividing the slant range swath
(cross-track) to be imaged by the cross-track slant range resclution length.

Ground Target Type

The slant range resolution cell is taken to consist of point targets,
equally spaced along the line. In specifying the type of targets which com-
prise the image line, the computer reqliires numbers proportional to the
mean voltage reflection coefficient of the target and to the phase of the
coefficient as well, Provision has been made to input arbitrary target
lines by completing the empty subroutine EXTARG {Appendix I page 249)
or the user may use internally generated targets which fall into four
distinct classes:

1. The target reflection coefficient amplitudes are Rayleigh-distributed
with a mean equal to 1,25 times a user supplied constant and a
variance equal to .43 times the same constant squared. The phase
of the reflection coefficient is uniformly distributed between
- wand + 7. . 4

2, The target reflection coefficient amplitude is the same as in {1)
but the phase of the reflection coefficient is a constant between
- rand + 7 which is specified by the user.

3. The target reflection coefficient amplitude is a constant specified
by the user and the phase of the reflection coefficient is uniformly
distributed between - r and + r.

4. Both the phase and amplitude of the target reflection coefficients
are constants ('2‘) which are specified by the user.

These targets must be arranged in a line according to a selection of

interrially generated patterns or the target pattern as specified in ‘EXTARG'.

The input cards for target type selection and target line pattern are

described in subsections (B and C) following.
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The Physical Along-Track Antenna Pattern

The physical antenna pattern is specifiéd as a function of length
along the target line. The user supplies the program with an integer
number (CARD 2 columns 11-15) of nominal resolution cells which the physical
beam encompasses in the target line. This number is figured by momentarily
assuming a physical beam of uniform gain and of the same beamwidth as that
which is to be modeled. Such a beam provides a return signal from a
point target (assuming C.W. operation) which is a chirp (linearly swept
FM)} signal of duration T and bandwidth B, It was shown in Chapter III,
that the resolution attainable with such a situation is VOB_]' where Vg is
the radar system along track velocity. Hence the total number of resolution
cells along track in the physical beam of the antenna is voT/(voB-l) or
TB. Therefore TB is the number supplied. _

The target line contains a specified integral number of targets
(CARD 1 columns 21-25 in all cases except when targets are read in from
& user supplied tape) and the user has the option of putting an arbitrary
integral number of targets in each resolution cell (CARD 2 columns 21-25
for tape supplied targets this number must correspond to that used in
generating the targets originally). These will, of course, be equally
spaced with respect to each other. The user should be alert to the fact
that at the leading and trailing edge of the beam, resolution cells yield
7 radians of phase shift from one side of the resolution cell to the other and
hence one target per resolution cell may not give too accurate results for
simulating continucus ground fargets .

Two kinds of two-way voltage antenna patterns are provided for
the physical beam in the along-—track directidn. Provision has been made
for external input patterns by'having the user complete the empty sub-
routine WGTFCN (Appendix IIIpage 255). The designation of the antenna
pattern is done by means of an {nteger placed on CARD 2 in columns 41-45,
The integer 1 calls for a square beam with each target in the physical beam
contributing to the return signal in proportion to .its voltage reflection coef-
ficient. A ™2™ designates a two-way pattern which follows the form‘ula:
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Wi(x) = rect{-f_)/:a"/éz +,6838 cos %’5]

This is one of a class of functions commonly designated as a cosine on a
pedestal. The reader will recall from Chapter II page 24 that the envelope
of the spectrum of a linearly swept I'M signal closely mimicks the time
envelope. Hence the processor response to a point target on the ground
(assuming that the processor is doing equi-phase filtering) is the Fourier
transform of thig envelope. Figure 12 shows the transform pair, The
resultimj synthetic aperture effective beam on the ground is VOB-l , where
B is the full doppler bandwidth of a return pulse and Y is the radar velo-
city. Note that whereas the first side-lobe for a sguare beam is 13 db
down, the first side-lobe for this beam is 20 db down. The point target
synthetic aperture responses for antenna patterns "1" and "2" as they

are simulated by the computer program are shown in Figures 16 and 17
tively. T'or externally supplied antenna patterns, an integer must
still be supplied by the user on the data card as indicated in the comments
contained in the empty subroutine WGTFCN (Appendix III page 255).

Target Line Pattern Options

There are five sources of target line patterns against which the sim-
ulated processor may be tested. The CYCLY pattern is appropriate for
checking the frequency response of the processor and is also used for
measuring the image signal to noise ratio of the image of a class of tar-
gets arising from a single statistical population. To achieve a CYCLE
pattern the user writes the word CYCLE on CARD ! in column 11-15. The
approximate total number of point targets in a target line is written as

an integer on CARD 1 in coélumns 21-25. The cycle pattern provides a
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simulation program.
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target line with alternating sequences of point targets of high and low mean
voltage reflection coefficient amplitudes. These amplitudes may be
constant numbers (2) or they may come from a square-root chi-square

two distribution multiplied by the user-supplied high and low numbers,
These numbers are real five digit numbers with two decimal places and
they are placed on CARD 1 in columns 40-45 and columns 50-55 respectively.
The user will also specify the number of consecutive point targets which
are "high” at the beginning of the target line and the number of "low"
consecutive point targets at the end of the target line. These integer num-
bers respectively go on CARD 1 in columns 53%-60 and 64-65. The program
will then create a target line such that all frequencies of target "highs"
and lows are generated beginning with the smaller number in columns 59-60
and ending with the larger number in columns 64-65. At each frequency
the number of cycles will be equal., The program automatically increases the
total number of targets in the target line to see that this condition is met.
For example, had a total target line of 100 targets (CARD 1 columns 21-23)
been specified and had columns 59-60 and 64-65 continued the numbers

3 and 5 respectively the program would have generated the following target
line: five cycles of 3 "high"™ point targets in the line and 3 "low" point
targets in the line followed by five cycles of 4 "high”™ point targets in

the line tollowed by 4 "low" point targets in the line followed by 5 cvycles
of 5 "highs™ and 5 "lows". The totél target line is 120 targets {rounded up-
ward) rather than the originally specified 100 targets. If the targets are to
have constant voltage reflection amplitudes or if they are to come from the
voltage Rayleigh distributed population is determined respectively by
writing the word CONSTANT on CARD 1 in columns 30-37 or leaving these
columns blank. The phase of the voltage reflection coefficients of these
targets must also be specified. This is done by writing CPHASE on CARD 1
in columns 69-74 or leaving these columns blank. CPHASE means that all
the targets in the line have the ‘same voltage reflection coefficient phase,
a real number between - rand r with two decimal places in columns 75-80
on CARD 1. If columns 69-74 are left blank the phase of the targets is
uniformly distributed between - r and + & and columnsg 75-80 on CARD 1

are ignored.
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The CYCLE paftern finds a special application when the *high"
and "low" targets are set equal and both the phase and amplitude of the
reflection coefficients come from the statistical populations which the
program generates. When the "high" and "low" targets are set equal
(not necessary that either phase and/or amplitudes of target reflection
coefficients be statistical) the program automatically increases its output to
include a statistical analysis of the reflection coefficient amplitudes of the
targets in the line, the return signal wltage amplitude after passage through
a possibly noisy narrow band linear preamplifier, and of the image lines
(possibly several sub-apertures as discussed in Chapter III) generated.
More will be said about this analysis in subsection L of this Chapter.
However, because of this feature an integer number must be written
respectively on CARD 1 columns 47-48 and on CARD 3 columns 51-55 to
determine the sampling interval fo be used in the image line and in the
sequence of return voltage signals. For example, if the final image line has

a resolution of NB"l

V! but the image points .are being generated at
incremental lengths of voB-l, the gsampling of the image line for statistical
analysis should be no greater than every Nth image point to avoid taking
correlated samples. One safeguard against this is the fact that the analysis
also estimates the degree of sarﬁple correlation.

The LINEAR pattern generates a continucusly increasing return to
measure some of the effects of non~-linear system operation. To achieve
this pattern the word LINEAR is written on CARD 1 in columns 11-16. The

“total number of point targets comprising the target line is an integer number
on CARD 1 columns 21-25. This pattern does not admit target reflection
coeffieint amplitudes from statistical populations. Rather, it requires
that the amplitude for the first target in the line be written on CARD 1
in columns 40-45 and that the amplitude of the last target be written on
CARD 1 in columns 50-55. Both these numbers are real and have two
decimal places. The program divides the difference between the amplitudes
of the first and last targets by the total number of targets in the line
minus one and increments the reflection coefficient amplitudes of each

target in the line sequentially by this number. Columns 68-74 on CARD 1
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determine whether the phase of each target reflection coefficient shall
be the same or whether the phase is to come from a uniform distribution
from -~ rto + #. If they are to be the same CPHASE is written in those
columns otherwise they are left blank. If the phase is to be constant
the value of the phase between -~ 7 and r is written as a two decimal
number on columns 75-80 on CARD 1.

The POINT target line pattern is an extremely valuable analytic
tool and has been used by the author extensively for curves presented
in Chapter V., This pattern gives the processor image of a POINT target
as the physical beam sweeps across the point. This respose is essentially
a cross section of the processor ambiguity diagram for v the doppler mis-
match equal to zero (see Figure 10bpage 40). This pattern is called for
by writing POINT on CARD 1 in columns 11-15, If the amplitude of the
reflection coefficient is a constant the word CONSTANT is placed in
columns 30-37 of CARD 1, The value of that constant is a two decimal-
real number in columns 40-45 of CARD 1. If columns 30-37 are left
blank the amplitude of the reflection coefficient is drawn from a population
which is a Rayleigh voltage distribution multiplied by the number in
columns 40-45 of CARD 1. The author can see no merit in using this non-
constant reflection coefficient; however, it did not seem economic to
eliminate the option for a randomly chosen amplitude. The phase of the
point target reflection coefficient can alsc be either a random number
between - 7 and r or a definite constant within these limits. For a given
constant phase a two decimal real number is written in columns 75-80 on
CARD 1 and the word CPHASE must be written in columns 63-74 on the
same card. To ¢t a random phase both fields must be left blank.

The user may generate his own target line by completing the dummy
subroutine EXTARG according to the instructions contained therein. In
this event CARD 1 requires the word EXTARG in columns 11-16 as well as the
number of targets in the target line in columns 21-25. In connection
with the scheme (described in subsection F of this chapter) for achieving
a given signal-to-system-noise ratio at the output of the linear RF preamp,

the user may generate a line of targets of a given scattering cross section
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as a device f{or finding the average signal power at the receiver., In that
event the user will furnish the number of returns incremented between
samples of return si_ghal as an integer number on CARD 3 in columns 51-55,
This entry flags the program to perform the statistical analysis of return
signal, If the user desires a specified signal-to-sysiem-noise at the
output of the first preamp the mean signal voltage amplitude on which
the ratio is to be based is placed in the form of a real number with two
decimal places in columns 60-65 of CARD 3. The signal-to-noise ratio
10 be achieved goes in columns 41-45 of CARD 3 as a two-decimal real
number, Should the user desire a statistical analysis of the image line
for externally generated targets, the number of image points incremented
between samples from the image line is an integer number in columns
47-48 of CARD 1. ‘

It is possible to store targets and signal return voltages on a user=-
supplied tape, as described in subsection K of this chapter, and then to
use these targets as inputs for runs with other types of processing. If
the target line is to be supplied from a tape the word TAPE must be written
in columns 11-14 of CARD 1. Since more than one set of targets may be
stored on a tape the particular data set number to be used is an integer
which goes in columns 21-25 of CARD 1.

Pulse Repetition Freqguency

An integer number analogous to the radar P.R.F. is written in
columns 41-45 of CARD 4, This is the number of point targets in the
line over which the physical beam is moved between signal returns. In
theory, for quadrature detection, there must be at least one return mea-.
sured for each nominal resolution cell distance the radar moves. Thus
the maximum number should be équal to the number of targets per nominal
resolution cell (CARD 2 columns 21-25), If a tape target input is used
the P.R.F. musi be the same as that used in creating the tape.
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Receiver Gain Function

The program has the ability to demonstrate a reasonably wide
variety of kinds of T.F. distortion caused by gain which is a function
of the amplitude of the received signal voltage. The general form of the

receiver output wltage as a function of input voltage is

K for lvmlf_ D

| Vour | = | Yin

|VOUT |= DK + P log (|vini - D+ 1)

There is no provision made for phase distortion. Much of the time the
value of K is left at 1.00 (CARD 3 columns 11-15) and the value of D
6 (CARD 3 columns 16-25) for what in most

cases covers the dynamic range of the input, Note that for complete

takes a large value up to 10

receiver linearity, the amplitude of the return signal voltage with system
noise added cannot exceed D, If it does the receiver limits its output

to DK. By changing the value of D the effect of an 1.F. strip with hard
limiting of the signal can be demonstrated. At the same time it is possible
to show the effect of soft limiting making the value of P {(CARD 3 columns
31-3%) something other than zero. In fact if D is zero and P is not zero
the program simulates a logarithmic receiver.

Receiver Noise (Appendix II) describes the procedure used to simulate
receiver noise in the program., The narrow-band additive Gaussian noise
is nominally added to the received signal in the first R.F. preamp. The
procedure for adding this noise depends on whether the targets used are
internally or externally generated.

With internally generated targets the program goes through one of
the four procedures describ_ed in Appendix II to determine the mean value
of received signal voltage at the antenna based on a mean target voltage
reflection coefficient amplitude written on CARD 3 in columns 46-55.,

The mean value includes the effect of antenna pattern whether it is

externally supplied or internally generated. This mean amplitude is
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squared and then divided by twice the desired signal to system noise
ratio (CARD 3 columns 41-45) to yield the variance -(criz\{),of the population
of normally distributed random variables (N(O'UIZ\T)) which are added to
the received signal according to Rice's19 scheme. Table Il shows the
results of such noise addition,

The first entry in the table is most illustrative since more than
twice as many sample points were used in its determination as were used
for the other three target types. This manifests itself in the smaller
confidence intervals generally obtained for this target type. The mean
power at the preamp output is directly proportional to the square of the
mean voltage plus the voltage variance. Before noise was added the
measured value of this number was 123, After noise was added to make
~ the signal to system noise equal to 1 this number was measured to be
248 demonstrating that the signal to noise ratio of 1 was indeed achieved.

When an externally generated target line is used, a number equal
to the expectation of the square of the émpli_tude of the signal voltage
received at the antenna is written in columns 56-65 of CARD 3 (either
EXTARG or TAPE options) along with the desired siﬁnal—to—system—noise
ratio (columns 40-45 of CARD 3). With this information the program adds
the appropriate system noise. However, the problem of determining this
number requires another separate run of the program. The user must
generate a line of his targets from the same population (i.e., of a single
scattering cross-section) and make a statistical analygis of the ampli-
tude of the return signal voltage at the system antenna. Provision has been
made so that by inserting the word NONE on CARD. 4 in columns 11-14,
no processing of these returns will be done and the program will stop
after the statistical analysis of the return signal has been completed,

The statistical analysis is output in a form quite similar to that used
in Table II and the number which is subsequently furnished (CARD 1
c¢olumns 40-45) the program to add the proper system noise is the sum

of the measured mean voltage squared and the measured voltage variance,
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TABLE II

Test Results for Noise Addition Scheme

No Noise Statistical Results

Mean voltage measured 9.732

Voltage variance measured
28.483

Sample covariance measured
0.141

i

Desired Signal to Neise = 1,00

Mean voltage measured
13.835

Voltage variance mea sured
56,174

Sample covariance measured
0.089

distributed phase {1000 samples)

90% Confidence
Interval

9.01 to 10.545
25,987 to 30.979

-.242 to .524

12,562 to 15,108

52,129 to 60.218

-0.049 to 0.226

Target Type: Rayleigh reflection coefficient amplitude with uniformly

Confidence Interval
Normalized to; a)
mean voltage: b)
mean voltage squared

926 to 1.08
.27 to .33

.91 to 1.09

.37 to .32

No Noise Statistical Results

Mean voltage measured 8.491
Voltage variance measured 0
Sample covariance measured
1.0

Desired Signal to Noise = 1.00

Mean voltage measured 10,584

Voltage variance measured
21.743

Sample covariance measured
-0.059

are constant {400 samples)

B.490 to B.491
0to0
1.0t0 1.0

6.743 to 14.426
12.740 to 30.746

-1.185to 1,068

Target Type: Both phase and amplitude of target reflection coefficients

1.0to 1.0

.64 to 1.36
A1 to L 27




Target Type: Rayleigh voltage distributed reflection coefficient amplitudes
with constant reflection coefficient phases (400 samples)

No Noise Statistical Results

Mean voltage measured 10,737 9.269 to 12,205 .86 to 1,13
Voltage variance measured -2.250 t0 23.150 -0.02 to .20
10.450

Sample covariance measured -0.368 to 0.239

-0.064

Desired Signal to Noise = 1.00

Mean voltage measured 14.973 13,577 to 16,368 .91to 1,10
Voltage variance measured 54.983 to 56.328 .28 to .29
55.656 ‘

Sample covariance measured -0.181 to 0.025

-0.078

T1

Target Type: Constant voltage reflection coefficient amplitude with
uniformly distributed phase (400 samples)

No Noise Statistical Results

Mean wltage measured 7.020 6.944 10 7.096 .99 to 1,01
Voltage variance measured ~1.694 to 29.622 ~-.03 to ,61
13.964 ‘

Sample covariance measured -0.159 to -0.123

~-0.,141

Desired Signal to Noise = 1.00 - _
Mean voltage measured 9.201 3,838 to 14,563  .42to 1.58

Voltage 'variance measured . 26.062 to 28.909 .32 to .35
27.468
Sample covarianée measured -0.077 to 0.034

-0.021
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Doppler Mismatch

In discussing the ambiguity diagram in Chapter II it was determined
that the concept in two dimensions, mismatch in time and Doppler fre-
quency was still applicable even though the rate of change of doppler
frequency (i.e., radial acceleration) was far from zero. A mismatch
in doppler frequency could happen if the physical antenna were bore-
sighted slightly off the normal to the radar bearing vehicle's trajectory
(i.e., if the physical antenna were *squinted"™) or if the local oscillator
signal mixed with the return signal after the preamp (see Figure 11)
were slightly off, The program makes provision for simuia'ting such an
occurrence. One supplies the program with a real number on CARD 2 in
coluhns 31-35 which is the fraction of the total doppler bandwidth of the
return signal by which the local osciallator is off, The program then |
adds the appropriate linearh} increasing {in time) phase angle to the retum
signal voltage. '

Return and Reference Signal Quantization

The general digital processing scheme calls for the signal from
the I.F. strip to go through an A/D converter immediately before being
stored in the digital processor. At this point the signal is bipolar video.
‘The computer program reguires an amplitude range for the bipolar video
signal and the number of quantization levels into which this range is to
be divided in equal increments. The high and low amplitude limits for-
gquantization are written respectively on CARD 7 in columns 31-35% and
columns 21-25 respectively. The number of bits available to store the
return signal is written on CARD 7 in columns 11-15. Return voltages
whose magnitudes are outside tflis range are truncated to the nearest
quantization level. Since the reference or correlation function is also
stored in the processor in digital form, it too may be quantized to the
number of bits written on CARD 7 in columns 41-45. The program
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automatically normalizes the referénce function to the range between 1
and - 1 and it is this range which is divided equally into these guantiza-
tion levels.

Focused and Zone Plate Processing Options

The author draws only one distinction between focused and zone
plate processing. In focused processing the reference or correlation
function mimicks the phase behavior of the return signal from a point
target -- it has a guadratic phase factor as a function of time. On the
other hand, the reference function for zone plate processing has only
two phases, 0 and r. Where the reference function for focused processing
will have a factor sin sz, the corresponding factor in zone plate processing
will be (sin sz/] sin kX2 |} or {cos sz/ |cos kx 2 | ). Aside from this
difference all the options in one type of processing apply equally well to
the other. This difference in factors which go with the reference function
in all types of processing which the program implements is called for by
putting either the word FULL or ZONE on CARD 4 columns 11-14,

Processing with sub-apertures has been describedat length in
Chapter JII. The number of sub=apertures for this program cannot be less
than one (CARD 4 columns 21-25), Each sub-aperture is a given length
including so many nominal resolution cells (CARD 4 columns 31-3%). The
maximum length is the number of nominal resclution cells in the physical
antenna's beam. The sub=-apertures may overlap by a number of returns.
That is to say, the squint angles of the synthetic aperture beams are
overlapped. The number which is input to the program (CARD 4
columns 51-55) is either a positive or negative integer giving the
number of fully compressed returns which are lapped. The term
fully compressed returns denotes the number of pulses returns being
used for sub-aperture processing. Thus with no "presumming" this number
is the sub-aperture length in nominal resolution cells multiplied by the

number of point targets in each resclution cell divided by the number-of
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point targets in each resolution cell divided by the number of targets the
physical beam moves per return (PRF) . This number is truncated to be an -
integer. For example, suppose the number of resolution cells in the
physical antenna's beam is to be 100 and there are 5 targets per resoclution
cell and 3 targets are incremented per return and the sub-aperture length
is to be 40 nominal resolution cells long. Then with no "presumming® the
number of fully compressed returns per sub-aperture is 66, If one wished
the synthetic aperture beam angles to overlap by haif their beam width the
number that would go on CARD 4 in columns 51-55 would be 33,

Presumming alters this situation. The presum option permits one
to add each series of N (CARD 6 columns 11-15) returns together, thus con=~
tracting the number of effective returns per sub-aperture by the factor N,
In the previous example the number of fully compressed returns per sub-
aperture for N = 2 would be 33 and the overlap number rather than being 33
would be 16, _

It should be realized that the sub-apertures are built around
"pleces" of the sampled response from a point target which are used as
the correlation or reference function. The reference functions for the full
aperture is %(t - né) rect (%) gg; {ktz} where T is the time required for the
physical heam to sweep by a point target, Sub-apertures are built by
performing the required correlations with fractions of these functlons Li.e.,
=(t -n&) rect (tTld 2:;; {kt } where T, <T and |a| < |-———~——L—[

The program offers the user the option of starting his first sub-aperture with
any particular compressed reference sample, This is done by putting the
‘numbers of the first reference sample on - CARD 4 columns 61-65,

Except for the difference in ZONE or FULL focusing the reference
functions have as factors sin kxzor cos sz which are sampled to match
the fully compressed returns in a sub-aperture for a point target. For

example, it was shown in Chapter II that operating under C.W. conditions
and with a square physical antefma beam, the return signal from a point
target, at zero offset frequency was directly proportional to rect (—)
cos kt + ). 1If the pulse period were § then the reference or Correlation

functions would be %(t - nbd) rec (tf) sin

2 ;
cos 1Kt }. For presumming, the
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same kind of compression (the addition of series of samples) goes on in

the reference function as takes place for the signal returns., However,

it is possible to weight the reference functions to achieve matched

filtering with reduced side-lobes as discussed in Chapter II. Placing a
number 1 in columng 71-75 on CARD 4 achieves the standard reference
functions %(t - nf) rect (;.—) 23; {ktz} as shown in the processing algorithm
sketched in Figure 9 page 32. Placing a number 2 in these columns weights
the reference functions a(?cording to the. formula %(t - nd) rect (tT)

{.3162 + _6838 cos -7:}-15-) igé {ktz} . This substantially reduces the sidelobes
of the impulse response {see study of weighted reference functions

pages 85 and 107).  Provision has been made in the program to input an
arbitrary weighting function by completing the empty subroutine WGTFC
according to the comments written there (see Appendix III page 255).

The pregram also affords the user the possibility of weighting the
images of the target line generated by each sub-aperture before these
images are summed. This is done via the numbers on CARD 5. This pro-
vision has been made to accommodate optimum weighting schemes for
reducing image wariance as detajled hy Gerchberg and Haralickla_

A very useful option in processing is to modify the processing
algorithm sketched in Figure 9 page 32  to eliminate the output of 3 of the
four correlators replacing their outputs with zeros. This represents non-
quadrature detection on a zero offset frequency and essentially degrades
the image mean to standard deviation ratio by 3 db as discussed in
Chapter III.. This is accomplished by putting eithera 1 or a 2 on CARD 4

column 20 to indicate respectively guadrature or non-quadrature processing.

Program Output Options

One of the most time-consuming operations in the program is the
generation of return signals from the target line. At the same time for
purposes of comparing the quality of imagery using different types of

processing or a different receiver, etc., the same target returns are used
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time and again. To prevent wasting computer time, it is possible as
detajled, in Appendix IlIpagel67, to place these signals on tape for

input in subseguent runs. All that is required in subsequent runs is that
the physical antenna be the same number of resolution cells long and that
the same number of targets be incremented with the physical beam per
pulse return. All the other radar parameters may change. Provision has

as well been made to graph on a convenient § 1/2" by 11" page, point
target voltage reflection coefficients, return signal voltage amplitudes

and phases, and the final detected image as a function of along-track
distance. In addition, the detected image and the target reflection coef-
ficient amplitudes are available as punched cards for subsequent processing
and analysis with diverse computer programs, It is also possible to print
out virtually every number in all the computer arrays -~ clearly labeled

as to what they are —- if the user should have some doubt about the results
he is achieving. These options are detailed in Appendix III page 177.

Statistical Analysis of Processor Performance

A fundamental basis of these measurements and the conclusions is
the central limit theorem which states in effect that for non-pathologic
population distributions, sums of uncorrelated samples are normally dis-
tributed in the limit with mean and variance equal respectively to the mean
and variance of the sampled population multiplied by the number of samples
in the sum. Accordingly the program makes two independent sums of the
population samples, each sum being one half the number of total samples.
The mean estimator is formed by dividing each of these sums by the
number of samples in each yielding two random variables each of which
is normal with the mean of the underlying distribution and with a variance
equal to that of the underlying ciistribution divided by the number of
samples in the sum,



Vi(z) = E:::‘ is  mormal (u, ,;,a-;z) |
LA = N
The mean estimator then is given by:
/‘2 = W(!);-V’(Z) which .4'54 woﬁ;;)fc?/(/é; _-;;0';:;':) _

To find the 90 per cent confidence interval for ﬁ'a T random variable is

formed with one degree of freedom

4
L -
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then Pr(- 6.314 < T <6.314) = .90 and the 90 per cent confidence interval

for wis given by

C.I. = (,22—6,3/47/—_} i b3V )
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To estimate the variance a T statistic with one degree of freedom is
again employed, As before, the samples are placed in two groups each of
which is assumed normal with expectation equal to the true variance of
the underlying distribution.
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The variance estimator is given by

AN, valnN +ve(2)
v = 2

”~
To find the 90 per cent confidence interval for 02 a T random variable is

formed with on degree of freedom

ot - o
7= — .
’ 2 z 2 2z
vall) ¢ vaea) -(a®)
e Ao

and following the previous precedure, the 20 per cent confidence interval

is established as

A 4l
c.I. = (T -83¥7-, 75+ 6,519~ )
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One of the underlying assumptions in connection with the use of the
central limit theorem is that population samples are sufficiently de-
correlated (say an absolute covariance no greater than a tenth) that the
samples may be regarded as virtually "linearly indepe‘ndent" . Therefore,
to ensure the gondness of variance and mean estimates output by the
program, a covariance egtimate of the samples is als¢ made again
using the T statistic. That is, the following two statistics are formed:

LA
Xe Xies
V(1) = =
-/

ANt
E X¢ Xiwy

Is—"’
7 —1

(4

The covariance estimator is

A, VR NI sty Ve 7
’a Tz VZ(r) = Vrer)® vz(z) -V/(z)d'

A
To find the 90 per cent confidence interval for p,aTl random variable is

formed with on degree
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and the 90 per cent confidence interval for p is given by

1 A
¢.z. =( p-é3v )~ P +6.319 7= )

If the confidence intervals computed are too long a larger sample
size must be employed. If the samples are too highly correlated a larger

sampling interval must be used.
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STUDIES IN PROCESSING

Synopsis

This is the primary data section of this paper, It contains curves,
tables, and two-dimensional simulated radar pictures to demonstrate
various effects which may take place in radar imaging. There is a
considerable amount of data on the sub-aperturing techniques detailed
in Chapter III. |

The chapter is organized so that the first few pages provide information
on the principal graphical data format used. Then a series of eighteen
studies are describ_ed. The graphed data in support of these studies are
contained at the end of the chapter.

Introduction

This chapter is devoted to several studies of general types of
processing employing the SAR simulation program detailed in Chapter 1V,
Some of the results are of general interest to those concerned with SAR
processing and others are more directly concerned with the investigation
of digital processing. However, all the results demonstrate the potential
of the software developed over the course of this investigation as a tool
for evaluating and simulating a wide variety of SAR processing schemes.

The studies contained in this chapter are illustrated with two-
dimensional images, tables of quantitative statistical results and 'most-
often by a page of five graphs like that shown in Figure 14 on page 104,
To avoid repetitive descriptions of these graphs a detailed discussion of

their format will be given here.
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The top graph is a plot of point target reflection coefficient phase
as a function of position along the image line., The abscissa is the zero
phase line and the plot is linear; 0.7 inches above and below the line
represents respecitvely phases of ¥ and - 7.,

The second graph is a plot of point target reflection coefficient
amplitude as a function of position along the image line. The graph is
linear in amplitude and is constructed so that the largest amplitude in
the target line will always be 1.4 inches above the horizontal axis. The
horizontal axis represents zero amplitude. In other words, this graph
has an expanding scale. Ordinary SAR systems without provision for
doppler frequency averaging will try to reproduce this line as closely -
as possible. Note that the amplitude of the target reflection coefficient
graphed here is proportional to the square root of the target scattering cross
section, ‘

The third graph is the phase of the retui‘n signal as a function of
length along the target line at the output of the R.T, preamplifier relative
to a constant clock at the carrier frequency. Of course this makes sense
only if the bandwidth of the return signal is very smail compared to the
carrier frequency. This is the case in the SAR systems under consideration
in this report. The graph is laid out just the way the first graph is with
a distance of 0.7 inches above or below the abscissa representing res-
pectively » and ~ » radians. The first return signal displayed cccours
with the trailing edge of the physical antenna's beam just to the left of
the first point target in the target line. Thus this return represents the
first return in which only targets in the target line are illuminated by the
physical antenna's beam.

The fourth plot is the amplitude of the return signal voltage. Like
plot number two, it is on an expanding linear scale so that the largest
amplitude is 1,4 inches above the abscissa. Again the first return ampli-
tude in the line comes with the 'trailing edge of the physical antenna's
beam just to the left of the first point target in the target line as in plot

number three,
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The last plot on the page is the image, generated by the processor,
of the target line —- egsentially the image of the amplitude of the voltage
reflecticn cbefficient. This graph is also onl an expanding linear scale so
that the largest image voltage amplitude is 1.4 inches above the
abscissa.

In all five plots the horizontal axis expands linearly so that the
target line is six inches long. Thus any number of targets in the line
will always be svpread uniformly within the 6 inche abscissa length.

Figure 13 will be helpful in visualizing the geometry of the imaging
situation represented on the standard plot page.

_Btudy 1 (Figure 14)

Figure 14 shows the performance of a fully focused SAR operating
against a cycle target pattern. Neither the phase nor the amplitudes of the
reflection coefficients of the targets imaged come from a random distribu-
tion. The noise evident in the image line is due to clutter or side-lobes
of the synthetic antenna beam. Especially prominent in plot 3 is the
fact something radical is happening about two inches from the end of
the plot. The disturbance is caused by the fact that the leading edge of
the physical antenna's beam reaches the end of the target line here and the

program creates reflectionless targets beyond this point.

Study 2 {Figure 15}

Figure 15 shows the performance of the same fully focused radar
system operating against a cyéle target line pattern. There are two targets
per resolution cell, a high followed by a low reflection coefficient ampli-
tude target, at the beginning of the target line. For the remainder of the
line there are 2 "highs" followed by 2 "lows" for each cycle. The pro-

cessor is responding to a c¢yclic input whose basic spatial frequency
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Figure 13. The first two graphs on a standard plot page show the reflection coefficient

(1) phase, (2) amplitude., Graphs 3 and 4 show the received signal (3) phase,
(4) amplitude, starting with the nhysical antenna beams in the po

sition shown
above. Graphs (5) is the image of the target line generated.
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is the inverse of the nominal resolution cell length at the beginning of
the target line. The second part of the target line inputs-targets at half
this frequency. The spatial frequency at the second part of the line
represents the nominal spatial frequency of the processor viewed as

a filter,

Study 3 (Figure 16)

Figure 16 shows the performance of a fully focused SAR system
operating against a point target. The sampling rate (PRF) is 2 1/2 times
the Nyquist rate and as a result there are no SAR beam side lobes way off
the pﬁncipal lobe. Note that the principal lobe width is 2 pulses (4 targets)
across the top giving the correct half power points for a resolution cell
along track about 5 targets long. The first principal side lobes of the SAR
beam are about one fifth the height of the principal lobe -- close to the
13.2 db down that simplified theory leads one to expect, The fourth plot
in the figure is essentially the picture of the point target.that a "brute
force" (no processing -- no coherent detection) side locking system would
make. The along-track resolution gained by processing is readily apparent.
The number of Fresnel zones encountered in sweeping the physical beam
by the point target is given approximately by one less than the number
of zero crossings in plot 3. That number is 29, The -actual number of zones
is one half the time-bandwidth product of the C.W, point target return
signal on an offset frequency or 30.5.

Study 4 and 5 {Figures 17 and 18)

Using the cosine on a pedestal weighting function on either the
reference functions or the antenna pattern reduces the SAR side lobes.
The same SAR system as used in Study 3 imaged a point target as shown
in Figure 17 when its reference functions were weighted by the prodram’s
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internally generated cosine on pedestal weighting function. Study 4

still employed a square antenna beam as can be seen by plot 4. The

first principle side lobes are approximately one tenth the main lobe

height or 20 db down as predicted on the basis of the Fourier transform of
the cosine on a pedestal {see Figure 12 page 63). Note that the same
image pattern is given when the two-way voltage antenna pattern is the
same cosine on a pedestal and the reference functions are flat or unweigh_ted
{see Study 5 Figure 18), Furthermore, the processing is immune to

the change in phase of the point target reflection coefficient {see plot | of
Figures 17 and 18). Note too that the amplitude of the return signal shown
in plot 4 of Study 5 traces out the cosine on a pedestal antenna pattern as

it should. However in both Studies 4 and 5 the price for the reduced side-
lobes is a slightly degraded along-track resolution. This is clearly shown
by comparing these images to that of Study 3.

Study 6 (Figure 19)

Again in study 6 the same point target and physical beam is
employed. However, both the reference functions and the physical
antenna pattern are weighted with the cosine on a pedestal function, In
this case, because auto-correlation in one domain is the same as sguaring
the absolute value in the inverse domain one would expect about one
per cent side-lobes and that is about what the image shows. However,
comparison with studies 3-5 show that the reduction in side-lobe level
is paid for with a still slightly larger degradition in along-track

resolution.

Study 7 and 8 (Figures 20 and 21)

The nature of zone plate processing as opposed to focused

processing is described in Chapters I1I and IV. Study 7 shows the impulse
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response for zone plate processing employing the same number of pseudo-
Fresnel zones in the reference functions as aré employed in full focused
processing. Study 7 is directly comparable with Study 3 for full

focused protessing operating under exactly the same conditions. Note
that the close target resoclution is virtually the same as for the full
focused system and that the first principal side-lobes are also virtually
the same. This is what Moore and Rousezo predict. The chief difference
between the two types of processing comes in the clutter levels in the
two types of processing. Zone plate processing will yield an image that .
will appear somewhat noisier than focused processing under identical
conditions because of the increased level of "clutter noise”.

Unfocused processing is described in Chapter III. Use of this type
of processing against a point target is shown as study 8, The reference
functions are only as long as the first Fresnel zone, Aside from this
difference, the SAR of Study 8 is directly comparable to the fully focussed
and zone plate schemes of Studies 3 and 7 (Figures 16 and 20). The
along-track resolution is gross compared to that of these other two studies
and the side-lobes are numerous and relatively high making for an image
which must appear considerably noisier than either of the other two schemes.
The fact that plot 5 appears asymmetric in Study 8 (Figure 21) is due
to the fact that the SAR pulses did not come when the peoint target was
directly broadside of the radar bearing vehicle,

Study 9 (Figures 22 ,a.b, and ¢}

This is a study of the effect of quantizing either or both the
reference functions in the processor. The target line pattern emploved is a
linear ramp in amplitude, but with the phase constant. Figure 22 shows
fully focused imaging which is éssentially unquantized. The amplitudes
of the received signals used in forming the image, range from a low of zero
to a high of 800. The line images shown in Figure 22 a indicate that

guantization of the reference function does not alter the image much,
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In fact Study 7 ({(Figure 20} on zone plate processing shows that quantizing
the reference functions to two levels (1 and ~1) does not alter the
processor output signal significantly. Figure 22b shows the effect of
quantizing the returns alone and Figure 22c¢ shows the effect of quantizing
both the returns and the reference functions. The conclusion to be

reached is that image breakup is primarily due to quantization noise

added to the return signal,

Study 10 (Figure 23)

Figure 23 shows the effect of presumming first 2 and then 3 pulse
returns. As anticipated in Chapter III, the resolution appears degraded
in direct proportion to the number of pulses presummed. Figure 23
shows only the image line generated by the processor, inasmuch as the
target lines and the return signals are the same as those shown in graphs
1-4 in Study 8 (Figure 21),

Study 11 {Figures 24 and 24a)

Figures 24 and 24a show. the effect of Doppler mismatch on the
processor response as the SAR operates against a point target, The pro-
gressive doppler mismatch point images correspond to cross sections on
the ambiguity diagram of Figure 10b on page 40 for increasingly larger
values of y. Physically this effect would be produced if the sum of the
8TALO and COHO frequencies differed from the radar ca.rrier frequency by
y (see Figure 11),

Study 12 (Figures 25)

This study shows the effect of a receiver with a non-linear gain
characteristic. The receiver has been "fixed" to hard limit at a value
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approximately 1/2 the maximum return signal voltage. The spike shown
on the end of the image line ig geniune. It occcurs because the computer
simulates a line of zero reflection coefficient targets beyond the end of the
target line. Hence the last return signals are small and unlimited allowing

an undistorted output signal of the last few image line targets.

Study 13 (Figures 26 and 26a)

This is a study of 5 sub-apertures operating against a point target.
Figure 26 is the sum of the five sub=-apertures. It is readily seen that
the resolution is five nominal resolution cells, Each horizontal movement
of the pen in this case corresponds to a nominal resolution length had the
processor been operating fully focused. Each of the 5 sub-apertures whose
separate images of the point target are shown in Figure Z26a employs non-
overlapping fifths of the complete reference functions (which would be
employed were the processing fully focused). The time-bandwidth product
of a C.W. signal from the point target as the physical antenna beam sweeps
by it is 375 hence each sub-aperture has a time-bandwidth product of
15. This study is made for quadrature detection.

Study 14 (Figures 27 and 27a}

The same SAR system of Study 11 is used against a point target.
The difference in the processing is that only one correlation of the four
required is used {see quadrature processing algorithm Figure 9 page 32).
The figures are for non-quadrature subaperture processing. Figure 27a
shows the sum of the subapertures. This will change as a function of
the phase of the point target refiection coecfficient. However, the close
target resolution will always be about the same, as if the processing were

full focused and the response will always have a more or less uniformly
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distributed clutter level (sometimes referred to as a "thumb tack" response}.
As a function of phase, the main response lobe will change its amplitude
and may even split into two or more lobes. The prominent clutter levels in
each of the subaperture responses (Figure 27a) originates in the square

law detection as detailed in Chapter III.

Study 15 {Figures 28 and 28a)

This is a basic study in image quality enhancement by using
subaperture processing, Figure 28 shows the image line generated by
using only one of four possible subapertures to create an image of
Rayleigh targets of a single scattering cross-section., TFigure 28a shows
the same image line but employs 4 non~overlapping subapertures to generate
the image line. Since the TB products of the subapertures generated in
the two figures are the same (TB = 6.25), the along-track resolution of
each of the two image lines is also the same. If the images were ideal,
the image lines would be constant, indicating that the target line was
made up of targets of a single scattering cross section. One can sce
that this ideal is much more closely approached with 4 subapertures
(Pigure 28a) than with 1 {Figure 28),

In Table III below a statistical analysis of processing performance
against this target line is given. The image figure of merit, the M/STD
ratio, is shown to be largest for that processor employing
the four subapertures. Note that decreasing the along-track resclution
does nothing to enhance the M/STD ratio of the image line,

Study 16 (Table IV) -

This study shows the effects of quadrature as opposed to non-
quadrature processing for Fully Focused processing, operating against



TABLE 1II o1

Statistical Analysis of Target and Image Lines Showing
the Effect of Resolution and Subaperture Processing

90% Confidence Confidence Interval
Interval Normalized to: a)
mean; b) mean squared

Target Line Analysis

Mean reflection coefficients :
amplitude measured 1.247 1,085t01.410 .87 to 1.13

Reflection coefficients
amplitude variance
measured 0, 444 0.434 to 0.454 .28to .29

Sample ccvariance
measured 0,033 -0,291 to 0.357

M/STD measured v/3,502

Image Line Analysis -~ Fully Focused Processing, TB= 100, Along-Track

Resolution = L

Mean image voltage
measured 129.0 103.8 to 156.1 .B0to 1.21

Image voltage variance _
measured 4903 4110 to 5696 .25 to0 .35

Sample covariance
measured 0.035 -0.43 to -0.5

M/STD measured v3,446

*Image Line Analysis ~ One Subaperture Emploved with TB = 6, 25,

Along-~Track Resolution = 4L

Mean image voltage measured 66,48

Image voltage variance measured 1101.3
M/STD measured v4,0
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*Image Line Analysis — Four Subapertures Employved each with TB = 6,25

Along-~Track Resolution = 4L

Mean image voltage measured 255.2
Image voltage variance measured 4587.3

M/STD measured v14,2

*
These readings were made before the final version of the statistical
meter was incorporated in the computer program and hence they are
imcomplete.

Rayleigh distributed targets. The synthetic apertures which are used, are
those of Studies 13 and 14, respectively. Figures 26 and 27 show the
synthetic antenna patterns. The obvious conclusion to be reached on the
strength of Table IVis that non-quadrature detection decreases image
quality as measured by the M/STD ratio by 3 db. However, whether either
quadrature or non-guadrature detection is used, the M/STD of the image
increases in direct proportion to the square root of the number of non-
overlapping subapertures employed in processing. It will be noted in the
table that some fairly large confidence intervals are encountered. This
comes about because the results are based ononly 100 samples. However,

the thrust of these results seems to be incontravertable.

Study 17 (Figure 29 and 29a)

Based on the results of the quadrature and non-quadrature sub-
aperture processing studies in hand, it was decided to manufacture a two-
dimensional radar image, The method chosen was to "fly*® 15 separate

target lines of 90 targets and to "stack" the image lines generated, raster



93

TABLLE 1V

Statistical Analysis for Quadrature and Non-guadrature
Imaging of Rayleigh Targets using Non-overlapping
Subaperture Processing

80% Confidence Confidence Interval
Interval Normalized to: a)
mean, b} mean squared

Target Line

Mean reflection coefficient

amplitude measured 1,222 0.212 to 1.231 .99 to 1,01
Reflection coefficient amplitude

variance measurad 0.433 0.42] to 0.465 .31 to ,33
Sample covariance measured

0.090 0.000 to 0.181
M/STD measured v3.371 |

First Subaperture Image Line with Quadrature Detection

Mean image voltage measured

210 174 to 247 .83 to 1,18
Image voltage variance : : '
measured 12451 7511 to 17389 .17 to .40
Sample,covariance measured

0.193 -0.41 to-0,79

M/STD measured V3,553

First Subaperture Image Line with Non—Quadrature Detection

Mean image voltage measured :
70 31 to 109 .44 t0 1,56

Image voltage variance measured :

3728 -693 to 8150 ~.14to 1.66
Sample covariance measured

0.096 -0,.01 to 0.20

M/STD measured V1,327
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Second Subaperture Image Line with Quadrature Detection

Mean image voltage measured

204 143 to 265 .7 tol.3
Image voltage variance

measured 12708 9176 to 16239 .22 to .38
Sample covariance measured

001 -0,86 to 0.87

M/STD measured.v/3.293

Second Subaperture Image Line with Non-Quadrature Detection

Mean image voltage measured

89 22 to 156 25 t01.75
Image voltage variance measured

4517 -1071 to 10,107 -1.3 to 1,27
Sample covariance measured

0,00 -0,36 to 0,37

M/STD measured v1.766

Third Subaperture Image Line with Quadrature Detection

Mcan image veltage measured

221 ' 183 to 259 .83 to1.17
Image voltage variance

measured 14656 3154 to 26,157 .07 to .53
Sample covariance measured

~0.22 -0.71 to 0.26

M/STD measured v3.340

Third Subaperture Image Line with Non-Quadrature Detection

Mean image voltage measured

956 59 to 133 .62 to 1,39
Image voltage variance

measured 6211 ~6468 to 18891 -.70to 2,10
Sample covariance measured

0.00 -0.37 to 0.38

M/STD measured +1.499



Fourth Subaperture Image Line with Quadrature Detection

Mean image voltage measured

198 187 to 208 .95 to 1.05
Image voltage variance measured

14408 -1762 to 30,579 -, 04 to .77
Sample covariance measured

0.04 -0,08t0 0,17

M/STD measured v2.728

Fourth Subaperture Image Line with Non-Quadrature Detection

Mean image voltage measured

86 -6 to 179 ~-0,07 to 2.08
Image voltage variance measured

349‘6 510 to 6475 0.07 to 0.87
Sample covariance measured -
0.00 -0.16 to 0.17

M/STD measured ¥2.123

Fifth Subaperture Image Line with Quadrature Detection

Mean image voltage measured

196 88 to 303 0.45 to 1,55
Image voltage variance measured

12,670 8204 to 17135 0.21 to 0,45
Sample covariance measured

M/STD measured v3, 044

Fifth Subaperture Image Line with Non-Quadrature Detection

Mean image voltage measured

64 19 to 109 0.3tc 1,70
Image voltage variance measured

2327 2162 to 2492 0.53 to 0,61
Sample covariance measured

~0.01 -0.83 to 0.80

M/STD measured +1,810

95
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summation of 5 Subaperture Image Lines with Quadrature Detection

Mean image voltage measured

1030 993 to 1067 0.96 to 1.04
Image voltage variance measured

73898 60629 to 87168 0,06 to 0.08
Sample covariance measured

0.13 ' ~0.,14 to (.40

M/STD measured V14,378

Summa'tion of 5 Subaperture Image Lines with Non-Quadrature Detection

Mean image voltage measured

407 338 to 478 0.83 to 1.17
Image voltage variance measured

19116 8731 to 29501 0.05 to 0,17
Sample covarinace measured

0.02 ~0.34 to 0.39

M/STD measured v8.673
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fashion, to form a two-dimensional image. Each line was composed of
two "classes" of targets which butted against each other at the appropriate
point in the target line so that when all 15 lines were stacked there wou_lld
be a diagonal boundary across the picture, Figure 29 (1) shows a map

of the target scattering cross-sections {proportional to the mean voltage
reflection coefficient amplitude squared) in two dimensions. To make

21 program "PITCHR" -was used.

this display possible R. M. Haralick's
Punched cards {which were generated in the SAR simulation program) con-
taining the target and image line voltage provided the input to PITCIHIR.
PITCHR allowed the original 15 by 90 point targets to be expanded along
both thé x and y axes. In so doing, the program performed a two-
dimensional interpolation to find values for the new points added to the
map. Hénce, Figure 29 (1) shows a gradual change in cross section

across the diagonal boundary where in fact the boundary changed instantly
from one point to the next. Figure 29(2) shows the imaging that is
achieved by Full Focused processing such that each of the original ninety
point targets in a line occupies a nominal aldng-track resolution length,
For purposes of illustration the targets used to generate Figure 29 were

not statistically distributed. The somewhat gradual boundary image in
Figure 29 (2) again is due to interpolation by PITCHR and not to degraded
resolution by the imager. Figure 29 (3) takes the same image in plate (2)
but narrows the quantization range of PITCHR., The actual range of image
voltages .in‘the image line extended from 100 to 1100, Tigure 29 (2)

had this range quantized into 13 equally spaced grey levels. Figure 29

(3} has the range 800 to 85‘0 guantized into the 13 levels, TFigure 29 (3)
represents a very limited dynamic range display device as such it is an extreme
example of the power of the display device in altering the final image.
Figure 29 (2) shows lobing- effects of the synthetic aperture beam expecially
close to the beginning and end of the image in the along-track directibn.
For purposes of imaging, beyond either edge in the along-track direction
there was zero retumn voltage (no targets).
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Figure 29a shows the results of supaperture processing using
Rayleigh distributed targets in the lines. Figure 29a(1) shows a map
of the amplitudes of the voltage reflection coefficients and is essentially
the image that would be generated by Full Focused processing where each
point target was separated by an along-track resolution length. For
subaperture processing the along-track resolution length has been degraded
by 5 (5 non-overlapping subapertures are used to image). Figure 29a({2)
shows the image with Non-Quadrature subaperture processing and Figure 29a
(3) shows the image with Quadrature subaperture processing. The images
in Figure 29a, demonstrate the utility of the M/STD ratio as an image
figure of merit. The three plates in the figure have M/STD ratios of
1.9, 3.0 and 4,25 respectively. Because the along-track resolution in
plate (1) is one fifth that of plates {2) and (3) the grey tone resolution
of plate (1) and (5) are equal if one "stands back" irom the plate (1),
Obviously plate (3) is to be preferred to plate (2) for its higher tonal
resolution (plates {2) and (3) have equal resolution lengths).

Study 18 (Figures 30, and 30{a)

This study shows the effect that an arbitrary phase factor in the
voltage reflection coefficient of a point target can have on non-quadrature
processing.‘ The first image of the point target shown as the fifth plot
in Figure 30 is for the reference function matched to the return signal.
The amplitude of the main response lobe on an arbitrary scale is 30.

The extensive clutter responce is predicted in Chapter III. This image
is the auto-correlation of a V-FM signal. '

The top plot in Figure 30(a) is for the same point target but with
a reflection coefficient phase of 7/4 relative to the point target imaged
in Figure 30. The height of the main response lobe is 21,2 compared to
30. The clutter level is approximately the same in both plots taking into

account the expanding vertical scale,
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The bottom plot in Figure 30 {a) shows the image of the same
point target with /2 phase shift. This plot is the cross correlation of
two V-FM signals with one shifted 90 degrees with respect to the other.
The highest-value in the plot is 4,2.

The point of this study is that non-quadrature processing is
drastically effected by the yoltag'e reflection coefficient phase of targets
being imaged, Therefere, with targets which have a uniformly distributed
phase, one would anticipate a lower M/STD ratio, than with quadrature
processing. In fact it appears that the penalty for non-quadrature pro-
cessing is about a 3 db loss in M/STD.
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Figure 14 Study 1.

Figure 15 Study 2.

Figure 16 Study 3.

Figure 17 Study 4.

Figure 18 Study 5.

Figure 19 Study 6.

Figure 20 Study 7.

STUDY FIGURE CAPTIONS

Full Focused SAR operating against a CYCLE pat-
tern of targets. Synthetic Aperture TB product is
100; 1 target per nominal resolution cell length;
pulse period every target; flat antenna gain and
reference functions; quadrature processing,

Full Focused SAR operating against a CYCLE pat-
tern of targets. Synthetic Aperture TB product is
100; 2 targets per nominal regolution cell length;
pulse period every target; flat antenna gain and
reference functions; quadrature processing.

Full Focused SAR operating against a point target.
Synthetic Aperture TB product is 61; 5 targets per
nominal resolution cell length; pulse period every
second target; flat antenna gain and reference
functions; quadrature processing.

Full Focused SAR operating against a point target.
Synthetic Aperture TB product is 61; 5 targets per
nominal resolution cell length; pulse period every
second target; flat antenna gain; reference functions
weighted with a "cosine on a pedestal;” quadrature
processing.

Full Focused SAR operating against a point target;
Synthetic Aperture TB product is 61; 5 targets per
nominal resolution cell length; pulse period every
second target; both the two-way voltage antenna
pattern and the reference functions are weighted by
a "cosine on a pedestal;" flat refercnce functions;
quadrature processing,

TFull Focused SAR opertating against a point target;
Synthetic Aperture TB product is 61; 5 targets per
nominal resolution cell length; pulse period every
second target; both the two-way voltage antenna
pattern and the reference functions are weilghted by
a "cosine on a pedestal;" quadrature processing.

Full Zone plate processor SAR operating against a
point target; Synthetic Aperture TB product is 61;

5 targets per nominal resolution cell length; pulse
every second target; flat antenna gain and reference
functions; quadrature processing.
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Figure

21 Study 8.

22 Study 9.
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Unfocused SAR operating against a point target.
The Synthetic Aperture TB product is 2; 5 targets
per nominal resolution cell length; pulse period
every second target; flat antenna gain and
reference functions; quadrature processing.

Quantization study, Full Focused SAR operating
against a linear ramp target line. Synthetic Aperture
TB product is 60; 6 targets per nominal resolution
cell length; pulse peried every third target; flat
antenna gain and reference functions:; quadrature
processing.

Figure 22(a) Study 9. Image lines only, parameters same as in Figure 22

Figure

Figure

Figure

Figure

Figure

but reference functions ranging from 1 to ~1 are
quantized to 5 bits in the first plot, 4 bits in the
second plot, and 3 bits in the third plot.

22(b) Study 9. Image lines only, parameters same as in Figure 22

but volitages of signals in guadrature channels
ranging from -800 to 800 are quantized in the first
plot to 4 bits; and in the second plot to 3 bits.

22(c} Study 9. Image lines only, para'meters same as in Figure 22

23 Study 10.

24 Study 11.

but both are return signal voltages and reference
functions are quantized in the first plot to 5 bits,
in the second plot to 4 bits and in the third plot
to 3 bits.

Presumming study showing image lines only. Para-
meters are the same as in Figure 21. First plot
shows presumming two return pulses and the second
plot shows presumming three.

The effect of doppler mismatch on the point target
response of a Full Focused SAR., Synthetic Aperture
TB product is 100; 1 target per nominal resolution
cell length; pulse period every target; flat antenna
gain and reference functions; quadrature processing;
doppler mismatch is 3.3% return signal bandwidth.

24 (a) Study 11.Image lines only~Parameters same as in Figure 24.

The first plot shows doppler mismatch to be 6. 7%
of the return signal bandwidth, the second plot is
50% and the third plot is 75%.
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Figure

Figure

25 8tudy 12,

26 Study 13,

The effect of hard limiting in the mid-range of the
received signal from a linear ramp target line. Full
Focused SAR; Synthetic Aperture TB product is 61;

1 target per nominal resolution cell length; pulse
period every target; flat antenna gain and reference
functions,

Subaperture processing against a point target. The
Full Focused Synthetic Aperture TB product is 375,
Each synthetic subaperture has a TB product of 15;

1 target per nominal resolution cell length {on the
basis of the Full Focused aperture); pulge period
every target; flat antenna gain and reference functions:
quadrature processing. The image line is the sum of
the five subaperture image lines shown in Figure 26a.

Figure 26 (a) Study 13.Parameters same as in Figure 26, This figure shows

Figure

27 Study 14,

image lines only of the five non-overlapping synthetic
subaperture summed to create the image line of
Figure 26, Each subaperture has a TB product of 15
and uses one {ifth the bandwidth of the return signal
spectrum.

Subaperture processing against a point target, The
Full Focused Synthetic Aperture TB product is 375.
Each synthetic subaperture has a TB product of 15:

1 target per nominal resolution cell length {on the
basis of Full Focused processing); pulse period

every target; flat antenna gain and reference functions;
non-quadrature processing. The image line is the sum
of the five subaperture image lines shown in Figure 27a

Figure 27 (a) Study 14. Parameters same as in Figure 27. This figure shows

Figure

28 Study 15.

image lines only of the five non-overlapping synthetic
subapertures summed to create the image line of
Figure 27. Each supabperture has a TB product of

15 and uses one fifth the bandwidth of the return
signal spectrum. The processing is non-quadrature,

Demonstration of the effect that subaperture pro~
cessing has on the variance of the image of a
Rayleigh distributed line of targets. Subaperture
processing using only one synthetic subaperture
using one fourth the bandwidth of the return signal.
The TB product of the subaperture is 6.25 (for Full
Focusing it would be 100); 1 target per nominal
resolution cell length (based on Full Focusing);
pulse period every target; flat antenna gain and
reference functions; quadrature processing,



FPigure 28 (a)Study 15.

Figure 29 Study 17,

Figure 29 (a) Study 17.

Figure 30 Study 18,

Figure 30(a)
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Parameters same as in Figure 28, The image line
is the sum of four non-overlapping subapertures.
The reduced variance in the image line compared
to that of Figure 28 is evident,

Fully Focused SAR imaging over a boundary separating
two fields whose non~-statistically distributed
scattering cross sections differ by 9.54 db. (1} *True"
map of fields, (2) SAR image with the dynamic range
of the display matched to the image dynamic range,
(3) SAR image with picture dynamic range much
smaller than image range.

(1) "True" map of Rayleigh distribution scattering cross
sections for two fields whose differential scattering
cross sections differ by 9.54 db. -~ M/STD =y/3,6;

{2) non-quadrature subaperture processing - 5
subapertures - M/STD =y9; Quadrature subaperture
processing - 5 subapertures - M/STD =y18,

The effect of Full Focused non~guadrature processing
on a peoint target with various reflection coefficient
phases. The TB product is 60; 1 target per nominal
resolution cell length; pulse period every target;

flat antenna gain and reference functions; non-

-quadrature processing. The processor reference

tudy 18.

function and the return gignal from the point are
matched., The amplitude of the image main lobhe
is 30.

This figure shows image lines only. The parameters
are the same as for Figure 30, The first image is
for the phase of the reflection coefficient shifted 45
degrees relative to that used in Figure 30, and the

“second is for a phase shift of 90 degrees. The

maximum relative amplitudes of the image lines
are 21.2 and 4.2 respectively (recall that the images
are on expanding scale).
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Study 2 (see pages 84 and 100)
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Figure 22a. Study 9 (see pages 87 and 101)
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Figure 22b.

Study 9 (see pages 87 and 101)



115

Figure 22c. Study 9 {see pages 87 and 101)
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Figure 23. Study 10 (sce pages 88 and 101)
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Study 11 {see pages 88 and 101}
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Figure 25. Study 12 (see pages 88 and 102)
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Figure 26a. Study 13 (see pages 89 and.102)
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Figure 27. Study 14 (sce pages 89 and 102)
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(2)

Figure 2% Study 17.

—

Flight direction

Fully Focused synthetic aperture imaging over
a boundary separating two fields whose non-
statistically distributed scattering cross section
differ by 9.54 db. (1) "True" map of fields,
(2) SAR image with dynamic range of display
matched to image dynamic range, (3) SAR image
with picture dynamic range much smaller than
image range.
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(2)

(3)

Figure 29a Study 17

—

Flight direction

(1) "True" map of Rayleigh distributed scattering
cross sections for 2 fields whose differential
scattering cross sections differ by 9.54 db—
M/STD = v3.6; (2) non-quadrature subaperture
processing - 5 subapertures — M/STD =~ v9.0;
(3) quadrature subaperture processing - 5 sub-
apertures — M/STD = V18,0,
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S Nt

Figure 30a. Study 18 {see pages 98 and 103)
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STORAGE AND SPEED REQUIREMENTS QF A
SAR DIGITAL PROCESSOR

Chapter Synopsis

In this chapter the requirements are studied for a digital processor
to achieve non-quadrature sub-aperture processing, as described in Chapter
III. Parenthetically one notes that full focused processing with non-quadrature
detection falls within this processing type (1 sub-aperture) and hence the
requirements derived may be used as a comparison of full focused pro-
cessing against multiple sub-aperture processing.

Table Vis presented for easy determination of the processor
requirements. The reader enters the Table with the number of bits to
be used per number in the "working stores" (correlator section) and the
minimum M/S3TD ratio to be characteristic of the radar imagery. The
physical geometry of the imagery system provides the doppler bandwidth
(B) of the return signal and the time (T) during which point target on the
ground is in the nominal beam of the physical antenna., The best along-
track resolution possible is v/B where v is the radar speed. The resolution
degradation factor is (N) so that the computations are made for an along-
track resolution of v/{BN). Computations according to Table V provide
information on the trades available between processor size and speed,
image resolution and image M/STD ratio,

The latter half of the chapter is devoted to a discussion of the
present capabilities of Large Scale Integration (L3I} technology with
regard to the achievement a digital processor, It is shown that standard
commercially available circults Have the potential for realizing the
circuits but the power dissipation of the processor is a major problem.

On the other hand laboratory-demonstrated circuits employing "comple-
mentary metallic oxide silicon" (CMOS) techniques potentially hold the
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solution to the power problem. Based on the cstimated state of L3I
technolegy in the year 1975, the design of an SAR system employing

real time digital processing is given.

Storage Requirements of SAR Digital Processor

It has been shown that one may trade along-track resolution in
a radar image, for enhanced image mean to standard deviation ratio.
This in turn may be traded to ease processor storage and cycle time
requirements, The calculations that follow will be based entirely on a
single channel {non-quadrature dectection) receiver., Compared to quad-
rature processing, the number of operations that must be performed in
the processor with single channel reception is reduced by 75 per cent
and the processor storage requirement is halved., The price for this is
that image mean to standard deviation ratio is reduced by 3 db. However,
along~-track resolution remains unchanged and the subaperture processing
scheme is virtually unaffected by non-quadrature processing except for
the loss of 3 db in M/STD.

Two principal levels of storage for each range bin as shown in
Figure 31, are envisioned in the final processor, The first level is
called the working store. It is a series of L bit words containing the
amplitudes of the last 7 pulses., It is against this series of numbers that
the correlation process is performed. Each of the J numbers is multiplied
by a corresponding numi:»er according to a reference function supplied by
a read only memory. The J products are accumulated in an adder and the
magnitude of the final adder result in transferred to one of K cumulative
adders which form the second principal storage level - the averaging
store, Once an averaging store has received P numbers for cumulative
addition, the sum is transferred out of the processor to a display or a
permancnt storage device and the store is cleared, The last number

represents a grey level sample point on the final radar image.
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The only scheme that will be investigated in arriving at storage
requirements will be that of employing sub-apertures for generating
uncorrelated "views" of a given terrain area {see Chapter II1),

Assume that the time-bandwidth product of the return signal from a
point target at the side~looking radar is TB, Under matched filtering the
maximum number of resolution cells in the along-track direction of the
physical antenna beam on the ground is TB and the length of each resolution
cell in time is B_l, Using the subaperture scheme let N non-overlapping
contiguous sub-apertures be created. This makes it possible to degrade the
along-track resolution and to enhance the image M/STD ratio by the factor
VN. At the same time the working store need be only J= TB/N words long.
(For matched filtering with a single channetl it would have bcen TB words
long.) Because the along-track image bandwidth is B/(2N) a point on the
image line must be measured every N/B seconds., Thus the first sub-
aperture creates a line of TB/N2 {i.e,, the TB product of the sub-aperture)
samples before the next sub-aperture contributes to the averaging. Hence,
the total number of words required in the averaging store is K= TB/N.,
However, the size of word in bits in this store is considerably larger than
that of the words in the working store (L bits long).

Starting from a knowledge that return values from the IF strip may
be guantized to L bit words and assuming the same guantization (L-bits)
for the reference function words, the product of two L bit words may be
a 2L bit number which will be accumulated in the cumulative summer
(see Figure 31}, The number of returns collected in the summer
before being added to an averaging store is TB/N. Therefore, the cumu-
lative summer needs to be [2L+ log, {(TB/N)] bits long. ©On the other hand
for the averaging store, a conservative design requircs a word to be
[21 + log2 TB] bits long inasmuch as' there are N additions to an averaging
store from the cumulative summer. The results of this analysis are sum-

marized in Table V,



L BIT QUANTIZED RETURN

}
BUFFER STORE -~ “WORKING OR CORRELATION (FAST) STORES

¥
REFERENCE FUNCTION - CORRELATION TAKES PLACE AS A CUMULATIVE

SUMMATION IN THE CUMUIATIVE SUMMER
& \

ADDED TO NUMBER FROM AVERAGING

STORE
}
TAKE LOGARITHM _ TAKE ANTILOG
’ AVERAGING (SLOW) STORE }
}
DISPLAY

FIGURE 31 FLOW DIAGRAM OF PROCESSOR FOR EACH RANGE BIN
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For a realistic example consider the space radar applications
example outlined in Chapter I. The time (T) for the signal is 1.377
seconds. The doppler bandwidth B is 3500 Hz; the time bandwidth
product (TB) is 4820. It is desired to reduce the resolution in the along-
irack direction by a factor (N} of 15. At the same time, the M/STD ratio
will be enhanced by a factor of V15 in the image. Based on simulation
studies (sece Figures 22 and 22C) it appears that a working store word
of L= 5 bits is good encugh. The working store needs to be 321 words
long at 5 bits per word. However, the averaging siore requires 321 at
23 bits per word. Thus, the total storage per range bin (the sum of
working: 1605 and averaging: 7383, store bits) is 8988 bits, Since
there are 1334 range bins in the space application example, the total
principal storage is 12.0 megabits. This represents an impractically
large storage for a small spacecraft.

It is noted that word lengths in the averaging stores, for complete
accuracy, are very long (of the order of twenty bits) . Reducing the size
of these stores involves the addition of quantization neise in the final
image. To judge the magnitude of the error invelved in such a storage
reduction the following conditions are assumed. The range of differential
scatltering cross sections in the image is taken to be 40 db. Since the
targets are modelled as being Ravleigh distributed, the range of gquanti-
zation levels will be for the largest scattering cross section plus one
standard deviation to the smallest scattering cross secion. The Rayleigh
power distribution is chi-sguared twe and since the standard deviation
is equal to the mean, the range of powers is from 1 to 20000 and the
range of voltages is from 1 to 150, The averaging stores contain voltage
amplitudes and 20 bit stores are larger than the job merits.

Because the mean~to-standard-deviation of each addition to an
averaging store is the same, it is natural to quantize in logarithmic
increments . The number in the éumulative summer immediately before

addition to the averaging store will have a dynamic range of 150:1.
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The nth gquantum level will be expressed an & where In & is (1n150)/2B.
Bis the number of bits required for the final number in the cumulative
summer (though in fact the summer is much larger than this}.

The ratio of the mean square error, due to requantization of the
final number in the cumulative summer, to the mean of the final value

squared will be according to Schwartz:B:
2

(s7-57)  _ o (5-)°
/2

72 47

But for Rayleigh targets the variance to the square of the mean is 0.275.
Hence, with requantization this ratio becomes:
/ " 2
0.275 + % (4~71)
If there are N uncorrelated numbers to be added to an averaging store,

the final M/STD ratio will be:
7/7,37/
3.3+(S-/)°

Returning to the space applicaiion example and employing the
full number of sub-apertures (15), the size of the word in the averaging
stores need be no greater than 9 bitg {5 bits for requantization plus
log,(15) for the 15 subapertures) to achieve an image M/STD degradation
no greater than 0.1 db. because of the requantization. With requantization
the total principal storage in the processor becomes 6.0 megabits. At
this point one may decide to surrender some M/STD ratio or image swath
width for a lesser storage requirement -

If the system and quantization noise and the clutter interference
were negligibly small, the radar image would still appear to be noisy.
Assuming that the ground target voltage reflection coefficient amplitudes
are Rayleigh distributed for a population of homogeneous targets and that
the phase of the voltagereflection coefficient is uniformly distributed
between 7 and -, the ratio of the mean voltage to the square root of

the voltage variance from a resolution cell { the inherent
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M/STD ratio for a homogeneous class of targets) is 5.61 db. Without
averaging to enhance the M/STD ratio, this number is the determining factorin
gray level resolution in the image. This is the best signal to noise ratio SAR
imagery cven if the system is operating fully focused for its best close
target resolution. However, because the system that is being considered
here is not quadrature detected, and there is no offset frequency, this
number is reduced by 3.0 db (sec TablelVpage 93). Figure 29a on page 127
gives some idea of the effect of the M/STD ratio in an image. Suppose

that the imagery is specified to have 30 meter resolution and a minimum
M/STD of ¥18. This could be achieved under subaperture processing for

the space application example by using only ten of the possible 15
non-overlapping subapertures, Accordingly the working store would contain
the same number of bits as before but a saving would be affected in the
averaging store. If G is the total number of non-overlapping sub-apertures
used when N is the total number possible, the total number of words in the

averaging store (K) is given by:

The number of bits per word in the averaging store is determined on the
basis of the M/STD degradation allowable because of requantization error
(P in db down) and the range of voltages expected as the final number in
the cumulative summer (Rv). In the example, for ten sub-apertures, the
averaging stores per range bin contain 214 words each 9 bits long. Hence,
the total principal stores for 1334 range bins contain 4,75 megabits. The
General Electric 635 general purposc computer has a main frame storage
unit of some 7 megabits.

It is interesting to note that the speed of the processor does not
appear to be a determining factor in the recalization of a digital processor
as Harger intimates it might be. Because the image lines generated for
each range bin are independent of each other, there appears to be no reason

why they may not all be processed in parallel, Under such processor
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organization the cycle time required in the "working stores" is

Nz/(BzTG) per word or 1,3 micro~-seconds per word for thé space appli-
cation example, This is also the time permitted to perform a multiplication,
The averaging stores are accessed only one (TB/N)th as often in each

range bin leading to a cycle time of N/BG. For the space example the
averaging store cycle time per word is .43 milliseconds. The large dif-
ference in cycle time between the averaging and working stores suggests
that a disc or a drum with large capacity and relatively slow access might
serve as the averaging store.

In view of the fact that the digital processor storage is so large
under sub-aperture prccessing, a comparigon of fully focused SAR imaging
employing non-quadrature detection and along-track resolution degradation
is in order. BSuch processing would be done for the finest along-track
resolution possible and thén a series of N image points would be summed
to degrade resolution by the factor N, In the example situation the working
store per range bin requires TBL bits and the averaging store size is
negligable. LEach range bin would have 24,000 bits and the total principal
storage in bits would be 32 million bits compared 6.0 megabits for sub-
aperture processing to the same M/STD ratio. The sub-aperture scheme
offers the user the option of taking some loss in M/STD to reduce the storage
requirement still further. This is not an option for full focused processing
with sequential averaging. Furthermore, storage cycle times are pro-
hibitively small with full focused processing.

One notes that the basis for the word access times calculated-accord-
ing to Table V is a° single range bin requirements. That is it is
assumed that the processing organization will be such that each range bin
will be processed in parallel with all the others. This is in line with
Khambata'suidea of a multiprocessor with large scale integrated circuits.
He writes:

"If an entire data processor could be built on a small
number of chips (idcally on a single chip), why not
connect several such processors to a common bank of
memories ? Such a multiprocessor would have many
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advantages that could not be realized by our conventionally
organizéd systems... In such a system, the speed

demandt on each individual processor need not be too

great. 7In fact, each processor could be sukstantially slower
than currently used serial type machines... In our
sequential or serial type machines speed has been a

serious consideration. Since computations and cperations
take place in a serial fashion, improvements in speed

have been achieved only by the brute force method, that is
by improving the speeds of the circuits and sub-system,

An upper limit is fast approaching, however, and at the present
time_transmission line problems, rather than circuits speeds,
are the limiting factors in systems speeds. Thus we find
ourselves using systems that incorporate very high speed
switching circuits which nontheless remain idle most of
the.time because of the way the system is organized,
Obviously this is an inefficient use of high-speed circuits.”

The question of whether such a digital processor is realizable with
the present circuit technology available remains. The answer to this

guestion is a very highly qualified yes. It has been shown for

of the space application example that a 4.75 megabit memory is required

with a word access time of 1,3 microseconds. According to the Texas
Instruments, one 16 bit active-element memory chip #SN5481 has a typical
access time of 20 nanoseconds and a typical average power dissipation of
275 milliwatts. Obviously, the access time is more than adequate but

the power dissipation would present a problem. TFor an 4.75 megabit
memory this represents a power of 82 kilowatts. Undoubtedly the power
dissipation is one reason why LSI memories have yet to make their
appcearance in main frame memories of large general purpose computers.
However, Texas Instruments is currently working on the development of

a one square inch chip to store 4000 fully addressed bits (the decoding
network will be on the chip) 22This chip will dissipate 1.6 watts and

will have an access time of half a microsecond. The total power for a 4.75
megabit memory would be 1.9 kilo_watts. However this chip is not

scheduled for marketing until late 1971.
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Summary of Cycle Times and Storage Capacities for

Sub-Aperture Processing

SYSTEM PARAMETERS:

Doppler Bandwidth of Return Pulse

Time for point target in physical antenna beam

Radar system velocity

Finest Along-Track Resolution

Along-Track Resolution Degradation Factor

Image M/STD improvement factor due to processor
averaging

The largest number of non-overlapping
sub-apetures possible in processing

Total number of subapertures emploved in processing

Requantization degradation in M/STD

The square root of the range of
differential scattering
cross sections to be imaged
Logarithmic guantum in the
averaging stores

Requantization bits

Averaging store counter in bits

Number of bits per word in working stores

Number of words in working stores per range bin
Number of words in averaging stores per range bin
The total number of bits in waorking stores per range

bin

T Q=

T
e

g
T

mgg%ative

R
v

5= 1+1.82v0 " 23P )

B= log, In R,

In &
raised o the next

highest integer

C= loy,G raised to
the Tiext higheast
integer

L
TB/N
TBG/N

TBL/N
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The total number of bits in averaging stores per range

bin (B+C)TBG/N>
The number of bits required in the cumulative summer 2L + logz(TB/N)
Number of words required in the buffer stores per

range bin N
Number of bits in buffer storage per range bin NL
FOR SUB-APERTURE PROCESSING WITH SERIAL PROCESSING
IN FACH RANGE BIN:

Working store word maximum cycle time
{same as multiplication time) Nz/(BZTG)
Averaging store word maximum cycle time N/BG
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Heat dissipation is a problem that designers of integrated circuits
must solve before their circuits can be used in large numbers in any
single mechanism. It is interesting to read in a paper by J. J. Suran the
details of one special purpose processor being designed around integrated
circuits, Suran gives the following breakdown on the number of elements

to be employed in the computer and on the power each dissipates.

Component Count for Special-Purpose Data Processor

Component Level Numbers Types
Transistors 1,300,000 6
Gates 400,000 6
Chips 4,000 8
Module 500 8
Backhoard 50 5

Power Dissipation for Special*Purpose Data Processor

Component Power needed (watts) Power density W,/c:m'2
Transistor . 0005 ' 15.5
Gate . 0015 7.8
Chip 170 3.1
Module 1.36 .15
Backboard 13.6 .05

The number of elements is quite large though still less by an order
of magnitude than that required for the digital processor required in the space
application example. The power dissipation problem is considerable
especially because of the sensitivity of solid state active elements to

changes in temperature., Nevertheless Suran feels that uge of large
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numbers of active elements in small volumes is going to be realized in the
decade of the seventies, For those who cannot believe this of th%uture,
he is prompted to quote from the past, In 1946 John von Neumann said,
"We saw earlier that a fast memory of several thousands words is not at
all unreasonable fer an all purpose instrument. Hence about 105 flip-flops
or - gnalogous elements would be required! This would of course be
entirely impractical.," Today main frame memories in large computers

have capacities of 7 to 10 megabits.

1LSI memories, now, have access times of from 10 nanoseconds to
2000 nanoseconds. However, Texas Instruments does not foresee
large main frame memories constructed with LSI technology until some-
time in 1874 or 1875, With this in mind one is forced to the conclusion
that constructing a space SAR digital processor today with a 4.75 megabit LSI
memory would not be economic.

Reports are current in the literature about & new version of LS1
technology called CMOS for complementary Metallic Oxide semiconductor.
Apparently this techology will be fast and require very little in the way
of power dissipation. R. A, Stehlir21 E%*eports for example:

"Integrated circuits using complementary transistors
have been designed and fabricated that operate on a
one volt power supply and dissipate approximately
6 watts. The circuits. .. include a one-shot multi-
vibrator, free-running multivibrator and a set-rest
flip-flop."

25
In another instance it is reported that RCA plans to market a 64 bit scratch-

pad CMOS memory in late 1970, The access time for this memory is to
be 50 nanoseconds and the power dissipation will be 150 nanowatis.
Certainly as these kinds of memories become readily available, a digital
processor for real time processing will be possible with only a very few
constraints.

Judging by the large effort going into speed enhancement and
power reduction for Large Scale Integrated circuits it is reasonable to

suppose that by 1975, fully addressed memory chipswith access times of
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100 nanoscconds and power dissipations of no more than 10 p watts

per bit should be available. On this basis, it would be feasible to
construct an electronic processor for real time synthetic aperture imaging
employing non-quadrature subaperiure processing. The space application
example which has been referred to throughout this thesis might well
prove to be a useful and realistic design. It is summarized below in
Table

TABLE VI

Possible Specifications for a 1975 SAR System
with Real Time Digital Processing

Physical Parameters

Ground swath imaged 40 km,
Satellite altitude 600 n.m.
Satellite velocity 7 km./sec.
Illumination angle of incidence 30 degrees
Minimum differential scattering cross section =20 db,
Maximum differential scattering cross section +20 db,

Image Parameters

Resolution 30 m.
Image M/STD Vig

Radar Parameters

Maximum antenna length (along-track) 4 m,
Antenna width (crogs-track) 1m.
Antenna power gain 40 db.
Receiver Neoise Figure 5 dh.
Carrier frequency 10.0 GHz
Pulse duration 0.1p sec.
Pulse repetition frequency 3500 Hz
Receiver bandwidth 10.0 MHz
Receiver linear dynamic range 40 db.
Peak pulse power 170 kw.

Average transmitter power 60  watis
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Subaperture Non-Quadrature Processor Parameter s

Number of subapertures to be used (G)
Word size in "working stores" (L)
Word size in "averaging stores"
Total words in "working stores" per range bin
Total words in averaging stores per range bin
Total number of range bin (processed in parallel)
Total number of bits in principal stores
(averaging + working+buffer)
Power to principal stores ( 10p watts/bit)
Word access time in working stores
(time to perform one multiplication)
Word accesgs time in averaging stores
Power required for digital processor-includes cooling
Volume of processor
Weight of processor

10

5 bits

9 bits
321 words
216 words
1334 bins

4.8 megabits
48 watts

1.144 seconds
0.43 milliseconds
200 watts

5 cu, ft.

60 pounds
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SUMMARY AND CONCLUSIONS

This paper was motivated by the question of whether electronic
processing of synthetic aperture radar imaging in real time will soon be feasible
The most difficult characteristic to achieve in a real-time imaging radar
is the truly vast amount of storage which is required within the proces-
sor, Thus in a typical space application example, the storage required
for matched filtering which is tantamount to SAR processing is 64 mega-
bits for full-focussed guadrature processing. Basically it is the long
time during which information is gathered on a ground target (greater
than 1 second) that necessitates this amount of storage. Accordingly
an investigation of this aspect of the problem revealed that with an image
requirement for resolution length greater than the minimum possible a
corresponding decrease in the storage requirement was feasible. Thus
in the space application example the inherent image resolution was 2
meters, but because the imagery required only 30 meter resolution the
storage could be decreased by a factor of 15 to 4,26 megabits,

The processor algorithim to implement digital processing was in-
vestigated and it was found that a processor would achieve the same
along-track resolution whether or not quadrature processing was em-
ployed so that the storage could be cut still further by a factor of 2 to
2.13 megabits. The cost of non-quadrature processing was measured
in terms of image guality according to an image figure of merit; the
mean~to-standard-deviation ratio (M/STD). The non-guadrature pro-
cessed image lost about 3 db in M/STD when compared to quadrature
processed imagery. The result was an image which appeared to be
very grainy. In effect the use of non-quadrature processing maintained
resolution in length but lost resolution in gray tone.

The point was made that processing an image of a Rayleigh
distributed target for the best rcsolution possible can give an M/STD
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ratio no greater thanm. However, such imagery will be acceptable
when the viewer can trade length resolution for increased gray tone
tone resolution by "standing back" away from the image. In effect the
viewer performs a post detection integration on the grainy image enhan-
cing the effective image M/STD to the viewer by the square root of the
area his eye can resolve divided the actual resolution area on the image.
The method by which the storage was cut to produce an image
with the desired along-track resolution essentially involved the use of
only a portion of the reference functions which are used in full focused
processing., Only a limited portion of the doppler spectrum of the return
signal was being used to image. Using contiguous portions of the dop-
pler spectrum of the return to create an array of images per range bin
which were then summed, the image M/STD was increased by the square
root of the number of images summed. The images were uncorrelated
with one another and summing them resulted in post-detection integra=-
tion very much like the way in which the viewer who "stands back" is
able to improve his gray tone perception. The mcthod was dubbed
"subaperturing" because each uncorrelated image is the result of a
synthetic aperture whose main beam is “squinted” in the along track
direction so that it does not overlap the other subaperture beams.
"Subaperturing” increased the image M/STD in direct proporticn
to the square root of the number of subapertures employed, independent-
ly of whether quadrature or non-quadrature processing was used. It did
not increase the amount of signal storage required in the processor hut
it did require the inclusicn of a large intermediate slow store, the
"averaging store" whose size depended on the number of subapertures,
Thus in the final analvsis the storage required in the processor depen-
ded on the image M/STD as well as the resolution length.
Implementation of a non—gquadrature subaperture processor em-
ploying digital techniques was i'nvestigated, and it was found that if
each range bin could he processed in parallel as suggested by Khambata,
computational time requirements were moderate by today's standards,

Implementation via latge-scale-integrated circuits of the magnitude of
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storage required had no precedent as of this writing but the data on
ISI-MOS circuits indicated that heat dissipation was a large problem.
On the other hand a relatively new branch of LSI technology (CMOS)
Complementary Metallic Oxide Semiconductors shows promise of sol-
ving the problem of heat dissipation. This technology is still a few
years away from being well established.

' In conclusion it does appear that an LSI digital processor for
Synthetic Aperture Imaging is possible but not practical at this time.
The progress of 18I in the CMOS direction 1s rapid and within the next
five years it is very probable that LSI memories with 100 nano-second
access times and with power dissipations no greater than 10 p watts
per bit will be readily available. This assumption is the basis for the
non-quadrature, subaperture, SAR digital processor design given in
Chapter VI,
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APPENDIX I

DERIVATION OF RAYLEIGII TARGET DISTRIBUTION

Assume per resolution cell, a large number of scatterers {(n) all
returning the same voltage amplitude V at random phase angles (¢) in the

interval (-7, n}. The total amplitude of returned voltage ‘ Vr| is given by;

J) o) e (5t ) [\

5 is uniformly distributed on the interval (-#, 7).

The probakhility density functions for cos ¢i and sin ¢i are given by:

/

//Cos;_ré,) = —é—-m —/_écosyrﬁé/

/
// 5(77;4) = 7—;{: R — —/55“(’»;(3,’9/

e S/Wzsf?.

The mean value of sin ¢, and cos ¢, is zero and the variance of the random
variables is one half., Employing the Central Limit theorem and the fact
that a squared normal random variable, with a mean of zero and a variance

of one, is a chi-square one random variable vields:

z‘cossé)
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and
S o 2
2 é‘;ﬂ%g‘é)

are both chi-square one random variables. Therefore, the return voltage

amplitude may be written as

2 2 4 z % z
S ) = Vi [z (Feosd ) E (Find)]
I z W =/ =g
z - 2 z
= g v 20 + 2]
z z
N ACY,
Because the signal backscattered from each point target in the resolution

cell is uncorrelated with any other, the average power backscattered from

the resolution cell is:

Z2
/9 = ‘g—
Therefore,
Z 2
/v /) = PZ(2)
and

YRS 75

The mean value of a square root chi-square~two random variable is 1.25

and its variance is 0,43,
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APPENDIX II

SYSTEM NOISE MODELING

System noise which arises principally in the front end of the radar
receiver is modeled in this program as being Gaussian, narrow band,
additive noise. For 4 classes of targets which are described below, the
program rcquires an input indicating which of the four classes of targets
is under consideration, a target parameter proportional to the square root
of the target scattering cross section, and the desired signal to noise
ratio from the receiver front end. If the target belongs to a class of
targets other than the four described below, a supplementary running of
the program, imaging targets with a given cross section, is required to
determine the average power returned to the radar by the targets in the
absence of noise. The signal power received at the radar decorrelates
when the physical beam is incremented a distance corresponding to one
half the inverse of the Doppler bandwidth of the retura multiplied by the
radar bearing platform velocity, However, the program is written to
sample the retum power at twice this interval and output all the averaged
characteristics of the reccived signal along with the size of confidence
interval for these averages. (If the confidence interval is too large a
longer target line length is required.)

The average power of the return from a single class of targets
depends on the statistical distribution of the target return from each
scatterer of the class within the radar illuminated area, Within the pro-
gram it is possible to achieve Rayleigh distributed or constant target
amplitude return voltages with either constant arbitrary phase or uniformly
distributed phase between 0 and 2x. These four classes of targets, which
can be internally generated by the program at the option of the user,
vield well known power distributions of the received signal and hence

require no supplementary running of the program. For example, suppose



the average power at the receiver due to the target cross section (Crz)

is given by

Pt EfI/T - Z_C ey

where L is the expectation operator. The user also specifies the signal
to noise ratio of the receiver front end based on Rayleigh distributed

targets of parameter ¢g. The average noise power is given by:

L

. . , . 2
where N is a Gaussian random variable of variance o and mean 0.0

. e r el
”(%)

The program calculates the value of UI?T and alters Vp to be
e
/v./ = cr///é} Cta(fj/(z)Zc:oS@. ny P
2
z
o .
+/Z:Q. //2’7’57)5 sc:&;(;{(. %);))/+ %

The value of the random variable N is uncorrelated with its value in

succeeding return signals (VT).

151
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Similarly, gré is calculated for cach of the 4 possible kinds of

targets created by the program according to the following formulas:

2. Targets with constant amplitude return voltage (g) and uniformly

Z 9
g, =
A
e 5//\/)
3. Targets with constant amplitude return voltage {g) and constant
phase ($)

&,-//M cos(f,ﬁfa’/ /LC J‘”/@'f?’)j

z(%)

distributed phase

4. Targets with Rayleigh distributed amplitude voltage returns and

constant phase returns

z

- ke <3

—F —_

gt =L [o 7 (129 A ) Creos (¥ -¥)
A/ £=r =/ A=/

{ #J
In the event that external targets are supplied which do not belong

to any of these four classes of targets the program must be supplied with

a number {A) according to the formula

A - [Zf/;‘jcc,q Cos/ﬁf,%{yi/gcgq‘?(‘”(gbf"-dgy?
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the imaging system is to be modeled operating over a line of targets with
the return voltage from each individual target being Rayleigh distributed
in amplitude and uniformly distributed in phase between 0 and 2. The
user specifies that n equally spaced targets in the line of targets lie
within the physical antenna's beam. He also specifics the 2-way voltage
gain of the illuminating antenna at the point targets (Ci). Since the
individual target returns gencrated by the program are uncorrelated in

both phase and amplitude, the receiver voltage amplitude is 2 random

variable given by

)
Z
2t L =y 4
_— Z ) B
//7{/— 7, /{ %/ CoA; /(2)2 Cbs/géf%f))+/{f q.(//@)tjsmﬁé"é’-))
i =/
where th
Ci is the 2-way voltage gain of the antenna for the i
beam targsat
¢, is the phase of the targets reflection coefficient
(uniformly distributed betwecn 0 and 2 r)
Yy is the 2-way round trip phase length between the ith target

and the radar system

@ is the ith target voltage amplitude at the radar (Rayleigh
distributed — the sgquare root of a chi squared random
variable with 2 degrees of freedom)

o is a number specified by user which is proportional
to the square root of the differential scattering cross

section of the target class.
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from which the program will calculate gri according to

: A
T T Z0%)

(A) can be estimated by first imaging a line of homogeneous targets,
with the computer program, according to which the signal to noise ratio
at the front end of the receiver 1s to be determined. An estimate of (A)
is given as part of the program output as well as a confidence iﬁterval

for the estimator.
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APPENDIX III

SAR COMPUTER SIMULATION
PROGRAM DOCUMENTATION
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DECK SET-UP TO RUN PROGRAM

1 8 16
§ - IDENT acct ¥, user's name
$ COPTION FORTRAN
$ LIBRARY 1B
$ FORTRAN NDEGK
{"Portran submutine“}
$ FORTRAN NDECK
{Portran subroutine}
$ OBJECT
{object deck of subroutine}
s DKEND
$ OBJECT
{object deck of subroutine}
$ DKEND
$ EXECUTE
$ LIMITS processor time, amount of core, ,
lines of output
$ PRMFL - 1B,R,S,7201-BANGERT/R
$ DISC 01,AlR,10L
$ TAPE 02,A2DD, ,"Tape number"™,,
"Tape name"”, OUTPUT
$ TAPE 08,A3DD,, "Tape number",,

" v r
{data Cards} Tape name", OUTPUT

$ ENDJ:OB
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This deck set-up assumes that the user has rewrilten several of
the subroutines which are designed for this purpose and is submitting
them as FORTRAN source decks while the majority of the program is sub-
mitted as objcct decks. If the user is running only object decks the $
FORTRAN cards may be eliminated; however, the $ OPTION card is still
necessary. The set-up also assumes that plotting will be done on the
tape with file code 08 using the routines for the Benson-Lehner plotter
which are on the BANGERT prmfl. If no plotting is to be done the
SLIBRARY, SPRMTL, and $TAPE 08 cards may be eliminated. And last
this set-up assumes that at least one data set is to be written on the
tape with file code 02 and provides 10 links of disc for the necessary
scratch file 01. If no reading or writing of data sets is to occur these

two cards may be eliminated.
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PRIMARY FROGRAM DATA CARDS FOR
RADAR SIMULATION PROGRAM

All ten primary data cards listed below are required inputs and
must appear in the order given.
All inputs specified as integer or real must appear right justified

in the field given. All real inputs have two assumed decimal places.

Format for Primary Data Cards

1, Target data card - this card fully specifies the number and type of

targets to be generated.

Columns Type of Input Function of Input
1-6 "TARGET" identify target data card
18 any character or blank nonblank indicates data

set is to be stored on
user supplied tape
19 blank or 1 l indicates tape is to be
initialized with this set,
blank means put this
set at the end of those
already on the tape
Five options are available for generating the targets. One of these five
options must be specified starting in column 11, If columns 1-6 of the
target card or any one of the cther nine primary input cards are blank the

program is stopped.

Options:
a) Cycle pattern



Columns

11-15
21-25
30-37

40-45

47-48

50-55

59-60

64-65

69-74

75-80

b)

Type of Input

‘CYCLE'
integer
'CONSTANT '

or blank

real

integer

real

integer

integer

'CPHAGE!

or blank

real

Linear Pattern
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Function of Input

indicates cycle option

number of targets desired

constant, first and third fields
following are to be regarded as
constants; blank, they are to he
multipliers for a Rayleigh voltage
distribution

amplitude for this first half of

each cycle

sampling rate for statistical analysis
of images. Required input for
CYCLE pattern when the number in
columns 50-55 and 40-45 are

the same

amplitude for last half of each cycle
number of targets in half of each
cycle at low end. Always less than
or equal to number in columns 64-65
number of targets in half of each
cyvcle at high end

if next field contains constant for
phase of all targets

phase if uniform on [- 7,7l
interprated as constant for phase

if 'CPHASE" appears in preceding
field, otherwise, ignored. This

number must be in range [-7, 7]}
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11-16 'LINEAR' specifies linear target pattern
21-25 integer number of targets to be used
40-45 real amplitude for first target
50-~-55 real amplitude for last target
69-74 'CPHASE' interprets next field as constant
for phase

or blank phase is uniform on [-7, r]

75-80 real " interpreted as constant for phase

if 'CPHASE' appears in preceding
field, otherwise, ignored. This
" must be in interval [~7, 7]

c) Point Pattern
11-15 '"POINT! specifies point pattern
30-37 ' 'CONSTANT' if next field is to be a constant
or blank if next field is to be a multiplier
for a Rayleigh voltage distribution
with mean of 1.25
40~-45 real constant or multiplier of Rayleigh

voltage distribution for amplitude
_ of peint target

69-74 'CPHASE'’ if next field is to be constant for

phase of point target
or blank phase is uniform on [~#, x]

75-80 real interpreted as constant for phase
if '"CPHASE' appears in preceding
field, otherwise ignored. This

must be in the interval [-7, 7]

d) User Supplied Targets (user must write subroutine)
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11-16 'EXTARG specifies user supplied targets
through subroutine EXTARG

21-25 integer exact number of targets to be
used (required)

47-48 integer sampling rate for statistical
analysis of images

e) Tape Stored Targets (stored from a previous run or written during

current run)

11-14 '"TAPE'
21-25 ‘ integer
47-48 integer

specifies tape stored targets

number of particular data set to

be used. This number is assigned
at the time the set is written on

tape and is output with each use

of the data set

sampling rate for statistical analysis
of images

See section on tape storage for restrictions on values to be input on

succeeding data cards.

2. Antenna data card - this card fully specifies the characteristics of

the antenna to be used.

1-7 'ANTENNA'
11-15 integer
21-25 integer
31-35 real

identifies antenna data card
number of resolution cells (i.e.,

T B product of reference function)
in the physical beam of the antenna
creating returns

numbear of targets per resolution
cell

Doppler mismatch referenced to

returm signal bandwidih
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41-45 integer specifies type of weighting to
be placed con antenna elements
1 - square beam, all weights
are 1, 2 - cosine on a pedestal
{all other entries are in error unless
user has expanded subroutine
WGTFCN)

51-55 integer sampling rate for statistical

analysis of returns

3. Receiver data card - specifies characteristics of receiver to be used.

1-8 'RECEIVER' identifies receiver data card

11~15 real linear gain of receiver over linear
range

16-25 real input saturation peoint or upper

limit (input} of linearity of receiver
31-35 real logrithmic gain of receiver above
saturation point
36-45 real signal to noise ratio of receiver
46-55 real constant multiplier of voltage
reflection coefficient ampiitude
on which receiver S/N ratio is
to be based
56-65 real average return amplitude on which
to hase signal to noise ratio for external

targets

4, Processor data card - specifies characteristics of digital processor

to be used.

1-9 "PROCESSOR' identifies processor data card
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1i-14 'FULL' full focuss processing
or 'ZONE' Zone plate processing
or 'NONE' no imaging takes place
20 integer = 1, cosine channel only used

in imaging (non-quadrature
processing)

= 2, both sine and cosine channels
used (quadrature processing)

21-25 integer number of sub-apertures in
physical beam of antenna used in
processing retums

31-35 integer number of resolution cells per
sub-aperture

41-45 integer number of targets incremented
per return (PRF)

51-55 integer number of fully compressed
returns overlapped between adjzcent
sub-apertures

61-65 integer starting point of first sub~aperture
(in fully compressed returns)

71-75 integer specifies type of weighting to be
used on the aperture during pro-
cessing
=1 - all weights are 1
= 2 - "cogine on a pedestal”
all other entries are in error unless
user has expanded subroutine
WGTFCN

5. APWGTS data card -~ specilies weights by which each sub-aperture

is multiplied prior to summing all for final image line
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1-6 '"APWGTS! identifies APWGTS data card
11-20 real weight for first sub-aperture
21-30 real weight for second sub-aperture

Addition fields each 10 columns long fill the card. Only as many fields
are read as there are sub-apertures. If more than seven sub-apertures
are used additional cards with the following format are required.

‘APWGTS' appears only on the first card.

Tormat of Additional Cards

1-10 real weight for Snth sub=-aperture, where

this is the nth

additional card

11-20 real weight for 8n + 1 sub-aperture
where n as above

etc. eight of these ten column fields
fill each additional card as

needed

6. Presum option card - provides for option of summing a given number

of returns before they are processed,

1-6 * PRESUM' identifies presum data card
11-15 integer number of returns to be summed
befeore imaging occurs,
=] - no presumming

<lor blank, an error
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7. Quantization option card - provides for option of quantizing returns and

reference Tunction used in imaging.

1-8 'QUANTIZE' identifies quantize data card
11-15 integer number of bits available for each
word to store the two channels
{sine and cosine) of the return
21-25 non~-negative lower magnitude of range of
real returns to be quantized
31-35 non-negative upper magnitude of range of
real returns to be quantized
41-45 integer number of bits available to store
sine and cosine reference
functions
8. Plot option card - provides for option of outputting original targets

and results in such a way that they may be graphed in a plotter.

1-4 '"PLOT!
11-13 'YES!

or 'NO'
21-24 'ALL

or 'NONE'

If Plot option is taken, user must

(see plot write—up).

identifies plot data card

plots are to be made according
to the next field

no plots are to be made

if previous field is 'YES' results
from all sub-apertures and final
summations are to be plotted
none of the sub-apertures are
plotted, only the final results
if 'NQ' appears in previous
field this field is ignored

supply a tape and insert a STAPE card
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9. Punch option card - provides option to obtain punched cards for

original targets and final results

1-5 'PUNCH' identifies punch data card
11-13 'YES' final results are punched

or 'NQ' final results are not punched
21-23 'YE3' original targets are punched

or ‘NO' original targets are not punched

No special action is required if this option is taken,

10. Dump option card - provides option to print ocut all core used as

it appears at the end of the processing.

1-4 'DUMP' identifies dump data card
11-13 'YES' dump all core storage
or 'NO' do not dump all storage

The target amplitude and the results of each sub-aperture and final

results are printed in either case.
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TAPE STORAGE FOR DATA SETS

This option to store data sets on tape has been provided due to
the large amount of computer time necessary to regenerate the targets and
returns if they are to be run with several types of processing. Using a
tape the targets and retums are generated only once and then stored to be
read in when needed. The set may be reread during the run in which they
are generated or in a subsequent run.

To place a data set on tape the user must put a non-blank character
in column 18 of the "TARGET' data card, It may be used with any of the
pattern options except the TAPE option which reads from the tape. If the
tape does not contain any data sets or the sets on the tape are to be
destroyed and replaced by the current set. The user must put a '1' in
column 19 of the 'TARGET' data card, This initializes the tape. If a
‘1" does not appear in column 19 and the tape contains other data sets the
current set is put at the end of those already there. If no data sets are
on the tape a fatal error will halt execution; therefore, '1' must appear in
column 19 of the "TARGET' data card of the first data set to be placed on
the tape.

At the time a data set is placed on tape, it is assigned a number.
This number is output in the first line of the report for the data set. To
access the required data set use the 'TAPE’ pattern option and supply the
number of the data set right justified in columns 21-25, 1If the specified
data set does not appear on the tape a message to that affect is printed
and that data is skipped. Otherwise the set is input into core and pro-
cessing of the set continues.

The information stored on tape is in two FORTRAN binary logical
records. The first logical record contains twenty miscellaneous simple
variables. Of these twenty, fo{n“teen are primary inputs to the program
and because they are stored on tape they cannot be changed in a sub-

sequent running of this data set. They are fixed. However, any other
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inputs may be changed. The variables that cannot be changed are: all
variables input on the 'TARGET' data card, except the sampling rate for
analysis of the images, a number of resolution cells in the antenna beam,
the number of targets per resolution cell, the number of targets incrcmented
per return, the number of the antenna weighting function. Values may

be inserted for these variables, however, when the tape is read these
values will be overwritten, If a data set is to be read from tape error
checking on these variables is by-passed thus they may be left blank,
error checking for the rest of the data is performed as usual.

The arrays stored on the tape are the target reflection coefficient
amplitude, the target phase, the sine and cosine channels signal return
amplitudes, the antenna phase, and the antenna weighting function. The
sine and cosine channels signal returns are compressed by PRF when they
are stored on tape thus it may not be changed, however, the presumming
may be changed.

If the user wishes to use the tape storage option he must supply
a tape, it may be owned or reserved at the Computation Center. To
supply the tape to the program a card similar to the following one must appear
after the $EXECUTE card but before the data in the deck set-up.

8 16
$ TAPE 02,A1DD,, "tape number",,
Ttape name"”, CQUTPUT
02 file code,
for tape it must
be 02
AlDD
null
tape number number of users
tape
null
tape name name of user tape
QUTPUT to specify tape

may be written on
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Also required for the tape routine is a scratch file, 01, which is usually

on disc. The féllowing card is required following the S$TAPE card.

DISC 01,A2R,10L
01 file code
for scratch
file
AZ2R
101 10 - specifies number of 3850 word links are re-

dquired for the file. If a large number of data sets
are accumulated on the tape a larger scratch file may
bene cessary, simply ihcrease the number of links.
L-specifies that it is to be a linked file.

If the user does not wish to use the tape option no action is
required. Do not insert the the $TAPL and $D'ISC cards, however, do not
attempt to read or write a data set on tape or the program will abort.

When arranging data sets for a run which involves both reading
and writing on the tape the program will gccept them in any order, however,
the most efficient order is to place all writes first and then the reads
later. Also in positioning the reads it is most efficient to put the numbers
of the data sets in increasing order. This avoids numerous rewinds or

backspaces to reposition the tape.
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PLOT OPTION

The plot option has been provided to cutput the results of this
program in a simple and informative manner. Although the numbers for the
results are always output it is sometimes difficult to see a pattern in them.
The plot option outputs a picture in which it is very easy to compare the
results of the processing with the original targets énd the results of dif-
ferent types of processing.

The output of the plot option is in the form of an 8.5 by 11 page
which is drawn by the Benson-Lehner plotter at the Computation Center
from a tape which is created during a run of the program. Contained on
the page are five graphs, the top graph is a graph of the target reflection
coefficient phase, the second is the target reflection coefficient amplitude,
the third is the return signal phasc, the fourth is the return signal ampli-
tude and the fifth and last is the image. It may be the image as scen
from only one aperture or the final combination of all apertures, The third
and fourth graphs are positioned so that as the antenna beam sweeps
across the targets (1 and 2} from left to right when the trailing edge of
the heam is at target one the return for that antenna position is the first
return graphed, '

To use the plot option the user should put 'YES' in columns 11-13
of the plot data card, #8., This will result in the plotting of just the final
combination of apertures for the final result., If the user also specifies
WLL' in columng 21~23 a page will be plotied for each sub-aperture. If
hoth optiocns are taken and there are n sub-apertures, then n + 1 pages
will be plotted for that data set. The order of the plots will be the first
sub-aperture up to the nth followed by the final result,

If the plot optleon is to bg taken the user must supply a tape on
which to write the plots. Anything on this tape previously will be des-
troyed so it would not ordinarily be the same tape as is used for storing
the data sets under the tape storage option. The tape must be owned or
reserved from the Computation Center. It may not be a scratch tape.

The card necessary to provide the tape to program is as follows:
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AZDD
null
tape#
null
tape
name
OUTPUT

TAPE

171

08,A2DD,, Tape number,, Tape name,
OYTPUT

plot tape must be on file code 08

number of users tape

name of users tape

specifies that tape is to be written on

It should be remembered that when one plot is created during a

run, the one on the tape previously is destroyed so plots should be made

as soon after the run as possible to insure that none are accidentally

destroyed,

The plot option uses the PLOT-INPLOT plotting subroutines.

Thesc routines are available on the system library, however, at present

these subroutines do not work.

B set of routines by the same name that

work are available, however, on a permanent file, To use them the follow-~
ing cards are needed,

$
$

IDENT
LIBRARY

*

EXECUTE
PRMFL
TAPE

"data"

ENDJOB

1B

1B,R,S,7201-BANGERT/R
08 ,A2DD, ,tape number, ,tape name,
OUTPUT
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PUNCH OPTION

The punch option was provided so that user might obtain a copy
of his targets and results which might be used as input 1o other programs.
One such program which has been used is subroutine PITCHR which
prints out pictures of data quantized to thirteen gray levels.

The punch option is exercised as follows: on the PUNCH data
place 'YES' in columns 11-13 if the final images are to be punched,
place 'YES' in columns 21-23 if the original targets amplitudes are to be
punched. These options are independent of each other. The images from
each aperture may not be punched.

' The format of the punch in both cases is (110,7F10.3/(8F10.3)).
That is, the first card has an integer right justified in columns 1-10,
this ig the number of numbers to follow, followed by seven real numbers
with three decimal places, All other cards contain eight real numbers
with three decimal places, If for a particular data set both options are

taken the targets are punched before the images.
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DYNAMIC STORAGE ALLOCATION

This program has been written using dynamic storage allocation
because one of the biggest costs of running a computer job is the charge
for the core memory. Using this technique only as much memory as is
actually needed must be used.

The method of implementing this technique is as follows: the
very first thing done is to call ISPACE, this is a system subroutine
which returns as its value the number of memory locations available in
blank common. It also arrangesthat none of this blank common will be
used for input-output buifers. In processing a data set the program
calculates the lengths of all arrays to be used and plugs these into a
formula which also contains the amount available which was returned
by ISPACE. The result of this formula is the amount of surplus common
available for the current data set. If this amount is negative there is not
enough memory available and a message is written stating that the set
was aborted due to lack of memory. The process is then repeated,
except for the call to ISPACE, for the next data set, When a set is
found that will fit in the available memory, processing of the set
continues ard the next step is to calculate pointers for the arrays which
will be used. These pointers indicate the element relative to the
beginning of blank common, which is the beginning of the array. There
is no unused space left between the arrays. Once these pointers have
been calculated, arrays are passed to subroutines as follows:

CALL SUB(CELL(IA) , LONG)

The subreutine definition would be:

SUBROUTINE SUB(CELPHA ,LONG}
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In this example, CELL is the blank common variable and so CELL(IA) is
the IAth element of the blank common. In the subroutine SUB that element
is taken to be the first element of the array CELPHA. The array

CELPHA may then be worked with, without regard to its actual location

in the blank common.

In all, fifteen arrays are generated in the blank common region.
Of these thirteen are required up to the very end. The other two are
needed during only the first half of the program and they are overwritten
by arrays generated after they are no longer needed.

To take advantage of this feature the user need only change one
card in his program, the SLIMITS control card which follows the
SEXECUTE card. The second field of the S$LIMITS card specifies the
amount of memory to be used for execution avtivity, The ideal situation
would be to supply exactly the right number of words so that there is no
unused core. Of course, it is impossible to get it that close, but using
the following formula the amount of unused core should be below 1024
words, the units in which memory is allocated. This formula should be
applied to the largest data set to he run during the current job to determine

how much memory will be required.

( 2(LENREF + TLONG + NUMB) + the maximum of)
X = Z{NUMB + KANTEL) and 2 (NUMA + 14) + 3NP)
- 1024

where
TLONG number of targets used
KANTEL number of targets in the physical antenna beam, that is

number of resolution cells times targets per resolution

cell
NUMB (TLONG + KANTEL}/INCR
INCR number of targets incremented per return

NUMA NUMB/KPRESM
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KPRESM  number of returns presummed
LENREF  KANTEL/{INCR*KPRESM)

NP . =~ (KANT*KAND (INCR*KPRESM)
KANT  number of resolution cells in a sub-aperture
KANZ number of targets per resclution cell

In the division above, the value should be increased to the next
highest integer if there is any remainder. This value for X is the number
of K {1024 word blocks) needed for the blank common., Add to this 18K
for the program and this value should be placed in the second field of
the SLIMITS card.
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MAINLINE

PURPOSE:
To call appropriate subroutines which will perform actual calcula-
tions.

ENTRY POINT:
Execution of the program starts with this routine.

REQUIREMENTS:
System routine ISPACE (returns amount of blank common available)
Subroutines SETARG, SETWRP, SNAP, NOISY, PRESUM, QUANT,
DIGPRO, and CORDMP.

FROCEDURE:
This mainline first calls system routine ISPACE which returns the
amount of blank common available for the current run to the
variable MAX. This value will be used to decide if a particular
data set can be mun., Next it calls a GMAP subroutine SETWRP
which sets an address for a wrapup if an abort cceurs. This
insures that any data sets written on tape are not lost, It
next calls SETARG which generates the targets and returns,
according to the data cards read in by the module. Upon retum
from SETARG, it calls SNAP to ocutput the target amplitude and
if the dump option is taken it calls SNAF repeatedly to output
the antenna phase, the antenna weighting function, and the
noise free return amplitude, if noise is to be added later. Thesc
are output here ags they are destroyed later, NOISY is called
next to add any or all of the following to the return signal:
system noise, linear gain, and logrithmic gain. If the presum
option is taken, PRESUM is called to perform that function. If
the quantization option is taken QUANT is called to pérform
the quantization of the sine and c¢osine channels of the return,
They are treated as one long array. DIGPRO, the digital pro-

cessor, is called next to process the returns and output the
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final images unless the no processing option is taken. And
last if the dump option is taken CORDMP is called to output
all of meméry as it app'ears at the end of processing. The

program thep loops back to call SETARG which will start the

process over again for the next data set.
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SUBROQUTINE SLETARG

PURPOSE:
To coordinate activities to generate targets and returns for
radar simulation,

ENTRY POINT:
SETARG

ARGUMENTS:
None

REQUIREMENTS:
Subroutines NGET, OUT2, STAR2, TREADY, ANTENA, BIGPNT,
EXTARG, INSPEC, LINEAR, and TWRITE

ERROR FLAGS:
Message is written and data set is skipped if pattern seclection is
invalid or if data set will not fit in available memory.

PROCEDURE:
The overall function is to generate a set of targets and returns
which would be produced at a radar antenna according to information
on a set of ten data cards. The first step taken by SETARG is to
call subroutine INSPEC which inputs and checks a set of data
cards. As soon as an acceptable set is found it returns to
SETARG. The TARGET pattern selection is checked and a transfer
is made to handle that type of pattern. If the TARGET pattem
selection is invalid a message is written and INSPEC is called to
input another data set. The processing of each pattern is similar,
It involves a call to NGET or NTGET which determines if the data
set will fit in available core, if not an error return is taken and
the set is aborted. However, if it does fit, NGET calculates the
pointers to all arrays required in SETARG. Upon a normal return
from NGET the appropriate subroutine is called to generate the
actual targets, EXTARG for the external option, STARZ
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for the cycle pattern, LINEAR for the linear pattern, and BIGPNT
for the point pattern. If the pattern selected was TAPE, sub-
routine TREADY is called to read the targets from tape and a
return is made which skips the next two steps. However, for
any pattern except TAPE the next step is a call to ANTENA which
generates the returns as seen by a radar antenna. Then the tar-
gets, returns (phases and amplitudes) and antenna weighting
function are stored on tape, if specified, by a call to TWRITE.
SETARG then outputs the first part of the summary which deals
with the target selection. QUTZ is then called to print out the
rest of the summary dealing with the cother input options. This
output summary is printed even if the data set will not fit in the
avallable memory so as to identify the data which was aborted.
if aborted, control is transferred back to call INSPEC to read in
the next data set. If it is not aborted control is returned to the

mainline.
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SUBROUTINE INSPEC

PURPOSL:
To input and error check a set of ten data cards which will direct
the running of the rest of the program.

ENTRY POINT:
INSPEC (TS, IPAT)

ARGUMENTS:
TS Non-blank if current data set will be stored on tape.
IPAT number of antenna weighting function.

ERROR FLAGS:
If the card labels in the first six columns are out of order or
misspelled & message is written and the input cards are then
searched until a 'TARGET' card is found and the input of the

next set is begun. The data is error checked for twenty-three errors

data cards are output along with the appropriate error message
Oor messages.

PROCEDURE:
The first job of INSPEC is to input a series of ten data cards. It
does this by inputting a card under a format which is correct for
the card. A variable is then set to the number of the card input,
that is from one to ten, This variable will be used in a computed
go to transfer control to input the next card in the sequence. After
cach card is input its label is checked to make sure it is the
correct card., If it is, control is transferred to input the next
card. If at anytime the label does not check out, an error message
is writien and the program searches for a *‘TARGET' data card to
start the input of a new set. During this search all cards are
read as characters only to avoid bad format error messages, If
a card is encountered with columns 1-6 blank, the tape wrap up

routine is called and then the program stops. After all ten data



cards have been input successfully error checking begins. An
array is zeroed out. 'IF' statements test the error conditions

and if an error exists the appropriate word of the array is set to
one. After all conditions have been checked the array is summed.
If this sum {s zero no grrors exist and control is returned to
SETARG. However, if errors were found a copy of each data card
is output followed by the error diagnostic. Control is then trans-
ferred to the beginning of INSPEC to read in another data set.

181
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SUBROUTINE TREADY

PURPOSE:
To store data sets on tape and read them back,
ENTRY POINTS:

TREADY (1IN}
TREAD(K, IPAT,K2
TWRITE{K, IPAT)
TWRAP
ARGUMENTS:
IN = 1 tape is to initialized with this set, otherwise,

put set at end of these already on the tape
K Miscellaneous value to be written and read from tape

IPAT Miscellaneous value to be written and read from tape

* RETURN 1, normal return for TREAD
K2 Number of data sets to be read from tape
* Lrror return if data set requested does not appear on the
tape .
REQUIREMENTS:

Subroutines NTGET, CALFEYF, and FLGEQOF

Tape - The user must supply a tape on file code 0Z and a scraich

file (disc) on file code 01, the scratch file must be long enough to

store everything that will be on the tape at the end of the run.
links is usually sufficient. If this routine is not to be called
these two files are not required.,

ERROR FLAGS:

If an attempt is made to initialize the tape twice during one run

the second one is ignored with a message written, If while

copying Irom the tape to the scratch file a data set is encountercd

which cannot be read into the available memory an error message

is written to the effect that writing is impossible on the tape

unless memory is increased by so much, however, the tape may

still be read as usual,



183

PROCEDURE:
TREADY has four distinot parts each of which handlies a different
phase of the tape I/0. In the following, the word tape will be
used to mean either tape or disc whicheaver one happens to be the
write file.

The first phase is handled by entry at TREADY. This positions
the tape so that it may be written on. If the argument IN is one
the tape is initialized with this set, This may be done only once
during a run, If IN is not one, the tape is positioned at the end
of the other sets on the tape, this may involve copying from
one file to another. When the file has been positioned so that
it may be written on an indicator is turned on.

The second phase is handled by entry at TWRITE. TWRITE
writes two FORTRAN logical records on the tape in the binary
mode. The first record contains 20 words which are simple
variables associated with the data set, including a sequence
number for its position on the tape aathe first word, This is the
number used to find the set when it is to be read back later.

TREAD handles the third phase which is reading a particular
data set from the tape, All that is necessary is the number of the
data set, The tape is scarched, using the first word of the first
logical record which is the data set number, until the proper set
is found, If it is not found a message is written and an error return
ig taken. Normally, however, the first record is then read and
NTGET is called to determine if the data set will fit, if not the second
record is not read and an error return is taken. Otherwise, the
second record is read and CALRET is called to calculate the reference
function to be used in imaging. It then returns.

The fourth phase is the wrap up. Because the data must be copied
back and forth between trhe tape and the scratch file at the end of
the program the good copy might be on the scratch {ile. TWRAP
determines where the good information is and if need be copies
it back to the tape.
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COMMENTS:
In order that the time used in writing on the tape be cut to a
minimum it would be advantageous to copy the data only twice,
once to the scratch file and then back to the tape, if writing is
to occur. This may be done by placing all data sets that will
write on the tape before all sets that will read from the tape in
the data deck. Also when reading it is most efficient to place
data set numbers in increasing order. However, the program will

accept them in any order,
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PURPOSL:
To determine if current data set will fit in available memory and
calculate points used in dynamic allocation.
ENTRY POINT:
NGET{(NUMB, TLONG, KANTLL, *)
NTGET(NUMB,TLONG, KANTEL, *}
ARGUMENTS:
NUMB  number of returns to be generated
TLONG number of targets used
KANTEL number of targets in physical beam of antenna
* error return if data set will not fit in available memory
REQUIREMENTS;
None
RESTRICTIONS:
None
PROCEDURE:
First the lengths of several arrays are calculated. Then using
these lengths and the amount of blank common available, the
amount of surplus is calculated. If this number is negative, an
error return is then taken. Otherwise, the pointers for the arrays
to be used in subroutine SETARG are calculated. Finally a
variable is set to 1 indicating statistical analysis is to be per~
formed when the cycle pattern is specified and the amplitude over

both halves of the cycle is the same (constant or statistical).
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PURPOSE:

SUBROUTINE STARZ

To generate targets for the cycle and point target pattern opticns.

ENTRY POINTS:

STARZ2 (CELPHA, CELAMP,127)
BIGPNT(CELPHA,CELAMP,KAN,127)

ARGUMENTS:
CELPHA
CELAMP
127
KAN

Array for phase of targets
Array for amplitude of targets
Number of targets, length of arrays

Number of targets in physical antenna beam

COMMON STORAGE {only variables used are listed):

1) EXCH/
CPC1
CPC2

T
L

14

LOW

S2

CHANGLZ

ANGLZ

NTIMES
ERROR FLAGS:

None
REQUIREMENTS:

Numbar of targets in one half of cycle at low end
Number of targets in one half of cycle at high end
Amplitude or multiplier of square root chi-square two
random variable for targets in first half of cycle
Amplitude of multiplier of square root chi-square two
random variable for targets in last half of cycle

= '"CONSTA' target amplitudes of reflection coefficients
are constant otherwise Rayleigh distributed

= 'CPHASE' phase target reflection coefficient is constant
otherwise uniform on (-, )

Constant for phase

Number of cycles of each size

System routines RCM (uniform random number gencrator), RMS

(normal random number generator), SQRT (square root)
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PROCEDURE:

Subroutine STARZ2 has two distinct functienss:- 1) generating target
reflection coefficient amplitudes and phases for the CYCLE pattern
option by entering at STARZ; and 2) generating a target reflection
coefficient amplitude and phase for the point pattern option by
entering at BIGPNT.

STARZ2 consists of three nested DO loops. Since STARZ generates
a cycle pattern the outer loop controls the size of the cycle being
generated. The next loop conirols the number of cycles of each
size that will be generated. The inner-most loop where the calcula-
tions are performed is iterated from one to half the size of the
current cycle. This loop is traversed twice for each cycle
changing the multiplier for the amplitude in the meantime. The
count for the actual target to be calculated is kept by a single
variable which is incremented in the inner most loop.

BIGPNT handles the point target patiern. The number of targets
used depends entirely on the size of the antenna being used and
is equal to two times the size of the antenna (in targets illuminated
by the physical antenna beam in the along-track direction} plus
one. If N targets are in the physical antenna's beam, the first
and last N targets in the target line have zero reflection coefficient
amplitudes. The center target has a reflection coefficient amplitude
other than zero,

BIGPNT first zeros out both the phase and amplitude of the
targets, it then calculates either a constant or statistical phase
and amplitude of reflection coefficient which is stored as the

very center target,



188

SUBROUTINE LINEAR

PURPOSE:

To generate targets for the linear target pattern option
ENTRY POINT:

LINEAR (CELPHA, CELAMP, M)
ARGUMENTS:

CELPHA  Array for target phase

CELAMP Array for target amplitude

™M Number of targets, length of arrays
COMMON STORAGE(only variables used are listed):
1) PXCH
FIRST Amplitude of first target reflection coefficient
LAST Amplitude of last target reflection coefficient
CAN = ‘CPHASE', phase will be constant otherwise, phass
is uniform over (r,-x)
BA7B if CAN = 'CPIIASE', constant for phase otherwise ignored
ERROR FLAGS:
None
REQUIREMENTS:

Routine RCM ({random number generator, uniform over (0.1))
RESTRICTIONS:
None
PROCEDURE:
The slope of the amplitude line is calculated using the number of
targets and the amplitude for the first and last target which are
inputs. The first target is assigned its amplitude. The slope is
added to it to get the value of the second target and so on until
the final target is reachéd. The phase is assigned as a constant
value if CAN = 'CPHASLE' otherwise a uniform random number is
generated for each target using RCM and the phase is uniform

over (~7,m).
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SUBROUTINE EXTARG

PURPOSE:
To allow the user flexibility in inputting his targets
ENTRY POINT:
EXTARG (CELPHA, CELAMP, L,K)
ARGUMENTS:
CELPHA  Array for phase of targets
CELAMP Array for amplitude of targets
L Number of targets, length of arrays
K = 5 this is dummy program
= 4 this is user supplied program
COMMON STORAGE (only variables used are listed):
D PROZ/
KSAMPD Sampling rate for statistical analysis of images
KSAMPT Sampling rate for analysis of targets
KSAMPR Sampling rate for analysis of returns
LOOPY = ] statistical analysis of targets, returns, and images
will be performed
# 1 no statistical analysis performed
ERROR FLAGS:
If this subroutine is called an error message is written and the
current data set aborted. TUser must write his own subroutine,
REQUIREMENTS:
None
~ RESTRICTIONS:
The value of L must not be changed in EXTARG. K must have the
value 4 upon exit from the user written EXTARG.
PROCEDURE:
This subroutine in its current form writes an error message and

returns with K = 5 which will abort the current data set.
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COMMENTS:
The subroutine in its current form should never be called. The
purpose of this routine is to serve as a place holder for a sub-
routine which a future user may write to input his targets. This
will give the user flexibility to input types of targets not covered
as standard options. |
There are many options open to the user in writing this routine
to generate his targets. He may usc different combinations of the
system random number generators than those provided as standard
options, or he may input them via cards or tape. When they are
to be input by cards on file 05 along with the program data cards,
the data cards to be read in by EXTARG should follow immediately
after the last program data card for that particular set. A word
of warning, EXTARC is not called if an error is found in the program
data cards or if the data set will not fit in the available memory.
it may sometimes be necessary to perform statistical analysis
on the targets, returns, and images for the external option. The
user must input sampling rates for the analysis. The sampling
rate for the images is input in columns 47-48 of the 'TARGET'
data card and for the returns in columns 54-55 of the 'ANTENNA’
data card. The sampling rate for the targets is assumed to be one
unless increased in EXTARG. It is the variable KSAMPT, the

sixth position in labeled common PROZ,



PURPOSE:

191
SUBROUTINE ANTENA

To calculate returns so as to simulate a radar antenna.

ENTRY POINTS:

ANTENA(CELPHA,CELAMP,REAMPS ,REAMPC ,ANTPHA ,REAMP,
REPHA,WGT,J7,757 ,TLONG,IPAT,SINANG, COSANG)
CALREF (ANTPHA,SINANG , COSANG,J7)

ARGUMENTS:
CELPHA
CELAMP
REAMPS
REAMPC
ANTPHA
REAMP
REPHA
WGT
77
J57
TLONG
IPAT
SINANG
COSANG

PROCEDURE:

Target reflection coefficient phase

Target reflection cecefficient amplitude

‘Sine channel of return

Cosine channel of return

Antenna phase

Return amplitude

Return phase

Antenna weighting function

Number of targets in full physical antenna beam
Number of returns to be calculated

Number of targets used in target line

Number of antenna weighting function to be generated
Sine reference function

Cosine reference function

ANTENA first calculates an antenna phase for the particular antenna

being used. The antenna phase for any particular target in the

physical beam is a function of the position of the beam, the number

of resolution cells in the beam and the number of targets per resolu-

tion cell.

The sine and cosine reference functions are then

calculated based on the antenna phase and the doppler mismatch,

if any. Generating these two arrays is the sole purpose of the entry

point CALRLT., ANTENA next calls subroutine WGTFCN which
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generates the antenna weighting function according to the number
input on the 'ANTENNA' data card for this purpose. A weight is
generated for each target in the antenna beam. The loop that

makes up the rest of ANTENA generates four arrays, the sine and
cosine channel of the return and from both of these the whole retum
amplitude and return phase. The sine channel of the return is the sum
of the reflection coefficient amplitude of the target times the
weighting function for the position of the target seen by the

antenna in its current position. The antenna is moved according to
an increment value input by the user. Thus, the antenna may step
one target between returns or ten targets; whatever is desired., Only
the returns necessary for that increment value are calculated as this
is a very time consuming part of the program. The whole return
amplitude is the sguare root of the sum of the squares of the two
channels. The return phase is the arctan of the sine channel
divided by the cosine channel, If the cosine happens to be zero

it becomes the sign of the sine channel times #/2.
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~ PURPOSE: 7
Calculate specified weighting function for antenna and processeor.
Left open for user expansion.

ENTRY POINT:
WGTFCN (WGT, N2 ,IPAT)

ARGUMENTS:
WGT Array for weighting function
N2 Length of weighting function
IPAT Specifies type of weight tc be generated

1, weight of 1, for all elements

il

2, "cosine on a pedestal”
ERROR FLAGS:

If number of weighting functions specified is greater than options

available weighting function number one is assumed with error

message written.
COMMENTS:

At present this subroutine has only two options for the weighting

function: 1) a weight of 1 for each element of the array; and

2) cosine on a pedestal. However, using the following instructions

the user may expand this subroutine to include his own welghting

functions.

1} Change value of MAXPAT in ddta statement to agree with the
ﬂumber of functions now available.

2) Change the computed go to statement labeled 100 to have as
many arguments as there are functions. The arguments
added will be the :'statement numbers of where each function
begins.

3) Write the function desired, the first statement of which
must contain a label which appears in the computed go to of
statement 100 and the last statement must be a RETURN.
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To access the new weighting function input as the weighting

number the position of the label of the function in the

computed go to statement 100,
1f the user wishes to input weights via cards on the system input
file, 05, these cards should come after the last required program
data card and after any cards that will be input by subroutine
EXTARG, if user inputs targets by cards. If cards are to be read
for both the antenna and reference function weighting the order
should be: EXTARG targets, antenna weights, reference function
weights.

In writing a weighting function for the antenna a value must be
supplied for every target position in the physical beam. This is
equal to the number of resclution cells times the number of targets
per resolution cell. The length of the weighting function that must
be provided for the rcference function is the number of targets in
the sub-aperture being used. This is equal to the number of
resolution cells in the sub-aperture times the number of targets per
resolution cell., This is mentioned because if the functions are to
be input to the program, rather than calculated internally, these

values must be known prior to running the program,
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SUBROUTINE CORDMP

PURPOSE:
To output a summary of the data set and all of core.
ENTRY POINT:

CORDMP

SNAP(ARRAY, HEAD, LONG)

QUT2(IPAT)
ARGUMENTS:

ARRAY Locations of one array which is to be output

HEAD A three word name which will appear at beginning of

ARRAY on output sheet

LONG Length of ARRAY

IPAT Numher of weighting function for antenna
PROCEDURE:

Each entry point has an entirely different function, however, each

deals with cutput. Entry at COCRDMP outputs all of working memory

by arrays. FLach array is headed by a name identifying it. Entry

at SNAP will cutput the one array and heading which are agruments,
OUT2 outputs a summary of the current data set except for the

part dealing with the generation of targets., All variables which

are output are in commbn, except IPAT.
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PURPOSE:

To add noise to the returns, if specified, and to add linear and

logrithmic gain if specified, that is to simulate a radar receiver,

ENTRY POINT:

NOISY (REAMP,REFHA,REAMPS ,REAMPC ,ANTPHA, WGT1 ,NUMB,

KANTEL,CELPHA)
ARGUMELNTE:
REAMP Array containing return amplitude
REPHA Array containing return phase
REAMPS  Array containing sine channel of return
REAMPC Array containing cosine channel of return
ANTPIIA  Array containing phase of antenna
WGTI Array containing weighting function of antenna
KANTEL Number of targets in physical beam of antenna
CELPHA  Array containing target phase
COMMON STORAGE {only variables used are listed):
1) RECEIV/
GAIN Linear gain of receiver
SAT Upper magnitude (of input signal) of linear range, clipping
point
ALGAIN Logrithmic gain of receiver for input value above
clipping point
STN Signal to noise ratio for receiver
2) OPTION/
SELECT Pattern for amplitude of original targets
RCA Mean voltage reflection coefficient amplitude
AVEAMP  if SELECT = 'L:XTARG‘ , average value of return amplitude

SUBROUTINE NOISY

(REAMP)
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3) PRO2/
LENUNC Number of returns in physical antenna beam along-
track length “ -
KSAMP2 Sampling rate for statistical analysis of return amplitude
LOOPY = 1 if statistical analysis is to be performed
# 1 no statistical analysis
ERROR TIAGS:
None
REQUIREMENTS:
System routines - SIN, COS, RMS {(normal random number generator,
mean O, standard deviation 1), SQRT (square root), ATANZ2 (arc
tangent), ALOG10 (common logrithm)}, SUBROUTINE - MENVAR
{for statistical analysis)
RESTRICTIONS: |
If EXTARG pattern option is taken and noise is to be added, user
must supply the average value of retuwrn amplitude as the value of
AVEAMP if this is omitted no noise will be added (see EXTARG inputs).
COMMENTS:
If certain options are not to be taken, variables should be input
as follows: if a straight linear receiver is desired set GAIN = 1.,
SAT = 999, and ALGAIN = 0, If no noise is to be added set §TN =
999,99 (these values are input on RECEIVER data cards),
FROCEDURE:
If noise is to be added to the returng a multiplier is first calculated
which depends on the distribution of the amplitude and phase of
the targets, the input signal to noise ration, and the input mean
voltage reflection coefficient amplitude. There are five cases each
with a different formula for calculating this multiplier. They are
as follows:
(S/N) = input signal to noise ratio (STN)
¢ = mean voltage reflection coefficient (RCA) amplitude

Ci = ith element of antenna weighting function (WGT1)
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RNQISE = multiplier for adding noise (RNOISE)

n = number of targets in antenna

v = ith element of the antenna phase

¢ = constant target phase
Case 1: Statistical amplitude and statistical phase
= T
2
C"
RNQISE = & ‘427:
SN

Case 2: Constant amplitude and statistical phase
7
ot ot
RNQISE = <=l
2 5/

Case 3: Statistical amplitede and constant phase.

o * z e Z & . _
RNOISE = 3L ﬁgq +(£ZJ)£} chC:} coy(/af' JJ)F]

L X/
Case 4: Constant amplitude and constant phase

/ S ; 13y g -
S Crcog(d+Y ) +/2_ C}s{?f(d,«-}’.)
RNOISE = /(“*‘ J £er < ))
Z Sy

Case 5: External targets

A
Z S/

RNCOISE =

where A = average return amplitude input by user
Once this multiplier has been computed system noise is added to

the single channel of the return according to the following formula:

REPHA, = REPHA, + arcton
& REqmD +4,

REAMP_ = \/(Eéym& ?‘_A?_)a s

and A, are distinct normal random numbers.

. where Al 5
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If the signal to noise ratio has been specified as 959,99 the
preceding skipped. Next the signal is amplified by the linear and
logrithmic gain and then the single channel is split into the sine
and cosine halves. If statistical analysis is indicated on returns
it is done at this point using the sampling rate input in columns
54-55 of the 'ANTENNA' data card. The analysis is performed

on the single channel of the return and it ignores both the first

and last antenna length of returns.



200

SUBROUTINE PRESUM

PURPOSE;
To sum a desired number of elements of two sequential arrays
and compress them as they are being summed,

ENTRY FOINT:

PRESUM (REAMPS, 1)
ARGUMENTS:
REAMFPS  Location of first of two sequential arrays to be pre-
summed,
I Number of sequential to be summed
COMMON STORAGE (only variables used are listed):
CELENG/
NUMB Length of arrays hefore presum
IF ~ Pointer to first array presummed
1G Pointer to second array presummed
IH Pointer to array fellowing second array presummed
ERROR FLAGS:
None
REQUIREMENTS:
None
RESTRICTIONS:
None
PROCEDURE:

The first I elements of the first array are summed and the value
stored in element one of that array. Then the next I elements
are summed and the value stored in the second element of the
array and so on for the first array, its size being reduced by a
factor of 1. If on the last round for that array I elements are not
available to be summed the ones that are left are discarded.
Then the first I elements of the second array are summed and its

value is stored in the location immediately following the last
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location used by the now compressed first array and so on until
the second array is completed. The pointers to the second pre-
summed atray and the one following it are recalculated using the
lengths of the now compressed arrays.
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SUBROUTINE QUANT

PURPOBSE:
To quantize an array to integer values {(of real type) according to
the number of bits available for a computer word to store the value.
ENTRY POINT:
QUANT (REAMPS , NTWICE)
ARGUMENTS:
REAMPS  Array to be gquantized
NTWICE Length of array REAMPS
COMMON STORAGE:

1} OPTION
IQUANT Number of bits available to store value
RANG]1 Lower magnitude for range to be guantized

RANGZ Upper magnitude for range to be quantized

ERROR FLAGS:
None

REQUIREMENTS:
None

RESTRICTIONS:
0 <IQUANT < 36
0 < RANG1 < RANG?Z

PROCEDURE:
The quantization is performed on the absolute value of the elements
of the array over the interval specified by the limits of quantization.
The original sign is then put back on. If the absolute value falls
outside the interval it is truncated back to the nearest endpoint,
Otherwise, it is given the value of the largest integer in the
difference of the element and the lower limit of quantization divided
by the size of each quantum. The size of the guantum eguals the
difference of the range limits divided by one less than the number

of positive quantization levels. The number of quantization levels
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equals 2.**(IQUANT), when IQUANT is the number of bits available
to store the quantized value, Of these levels half are positive
and half are negative with both a posgitive and az negative zero.

Thus the maximum positive value after quantization is 2. ** (IQUANT-1}.
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SUBROUTINE DIGPRO

PURPOSE:
To simulate a radar digital processor and image a set of targets
from a series of returns,
ENTRY POINT:
DIGPRO(SINANG ,COSANG, CELPHA, CEIAMP ,REAMP,REPHA,
REAMPS ,REAMPC , AMAP , AMAPS ,SPROD, CPROD , WGETZ, L1, 13,
L4 ,KTGS, L2, NUMB)
ARGUMENTS:
SINANG  Sine reference function
COSANG Cosine reference function
CELPHA  Target phase
CELAMP Target amplitude
REAMP Return amplitude
REPHA Return phase
REAMPS  Sine channel of return
REAMPC (Cosine channel of return

AMAP Image for one aperture
AMAPS Final image
SPROD Intermediate value used in imaging

CPROD Intermediate value used in imaging

WGT2 Weighting function for each sub-aperture

L1 Total number of returns

L3 Number of returns per sub-aperture

14 Number of images to be generated

KTGS Total number of original targets

L2 Number of returns in one antenna length

NUMB Total number of returns bhefore any presum
REQUIREMENTS:

System routine SQRT (square root) Subroutines MENVAR,
OURPLT , WGTFCN
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PROCEDURE:
DIGPRO's function is to simulate a digital processor. It is designed
to handle all of the following: sub-apertures which may or may
not overlap, full or zone focused processing (the zone-focused uses
only the sign of the reference function), and quantizing of the
weighted reference function., DIGPROQ first calls WGTFCN which
generates a weight for each target in the sub-aperture being used,
All of these weights are not necessary, however, because the returns
which they will be lined up with may have been compressed by pre-
summing or by skipping more than one target when genecrating the
returns initially, therfore, they are compressed by the product
of the two above numbers., If zone focusing is used the elements
cof the sine and cosine reference functions are transformead into
a + 1 or - 1 depending on the sign of the element. For the imaging,
a DO loop controls the aperture being worked on. Two pointers
are first calculated, one for the returns and one for reference
function, which depends on the particular aperture being imaged.
Two intermediate arrays, the weighted reference functions, are
calculated and then quantized if this is indicated., Each pass
through the next DO loop images one target and adds this image
with the AFWGTS weighting factor for this aperture to the images
from other apertures to get what will be the final results. As soon
as every target has been imaged using the current aperture, th\ese
images are output, statistically analyzed if indicated and then
plotted if the plot option for the sub-apertures has been taken.
The next aperture is then imaged with the only difference being
that the pointers to the returns and the reference function have dif-
ferent values which resulis in an image as seen from the new
aperture. After all aperf:ures have been imaged, the final result
is printed, analyzed if indicated, and plotted if the plot option was
taken, The final image is also punched if the punch option is

taken. It then returns to the mainline,
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SUBROUTINE OURPLT

PURPOSE:
To graph five arrays, one above the other in the form of an 8.5
by 11. inch page.

ENTRY POINT:
OURPLT (CELPEA, CELAMP, REPHA, REAMP, AMAP, KTAREL,
14, NUMB, LENUNV, J)

ARGUMENTS:
CELPEA First (top) to be graphed
CELAMP Second array to be graphed
REPHA Third array to be graphed
REAMP Fourth array to be graphed
AMAP FPifth array to be graphed
KTAREL Length of CELPHA and CELAMP
L4 TLength of AMAP
NUMB Length of REPHA and REAMP
LENUNC First element of REPHA and REAMP to be plotted
T = 1 for first entry with cwrent arrays CELPHA,
CELAMP, REPHA, and REAMP
>1 for not first entry with current first four
arguments
ERROR FLAGS:
None
REQUIREMENTS:

System routines PLOT and INPLOT
Subroutine LNEPLT
Tape User must supply a tape with file code 08 on which to write
the plots, if this routine'is to be called.

RESTRICTIONS:
Values for the arrays CELPHA must have magnitude no greater than
3.2 (1t is only when user generates his own targets in subroutine
EXTARG that this must be watched).
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PROCEDURE:
‘First the maximum of the arrays are found., CELPHA and REPHA
are known to be in the interval =3.2 to 3.2. The other arrays
have a minimum of zero. Since this routine may be called more
than once with the same first four arguments the maximum for
them are only calculated the first time. These limits are used
in scaling the plots. An 8.5 x 11, inch berder is drawn and then
LNEPLT is called to plot each array. After the last call to
LNEPLT the pen is repositioned for the next page of plots.
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SUBROUTINE LNEPLT

PURPOSE:

To graph one array
ENTRY POINT:

LNEPLT (XMIN, XMAX, YMIN, YMAX, ARRAY, I1, 12, DOWN)
ARGUMENTS:

XMIN Minimum X coordinate to be plotted

XMAX Maximum X coordinate to be plotted

YMIN Minimum Y coordinate to be plotted

YMAX Maximum Y coordinate to be plotted

ARRAY Array to be plotted

Il Tirst element of array to be plotted

12 Last element of array to be plotted

DOWN Downward length for pen to be moved after

completing the plot {repositions for next plot)
ERROR FLAGS:
None
REQUIREMENTS:
Routines System plotting
routines PLOT and INPLOT
RESTRICTIONS:
None
PROCEDURE:
INPLOT is called to set the limits for the plot. All plois are &
inches long and 1.4 inches high, The array is plotted by repeated
calls to PLOT, After the array has been plotted the X axis is

drawn and the pen positioned downward for the next plot.



SUBROUTINE MENVAR

PURPOSE:
To perform statistical analysis on the array, that is to find the
mean, variance, and covariance of the array.
ENTRY POINT:
MENVAR (KSAMPD, K1SAMP, ARRAY , HEAD, KFSAMPF)
ARGUMENTS:

KSAMPD Sampling rate to be used in analysis
K1SAMP First element of array to be used
ARRAY Array to be analyzed
KFSAMP Last element of array to be used
HEAD Two Word Label to be output
REQUIREMENTS:
SQRT (sguare root)
PROCEDURE:

Using the numbers of the first and last sample to be used, the
sample is divided into two equal parts. The average of each
part and the average of the elements squared in each part are
calculated. These four numbers are then used in place of the
whole array in finding the mean, variance, and the covariance
of adjacent samples.

The mean and wriance are calculated in the usual way and a
T~test determines a 90% confidence interval. The mean squared

divided by the variance is also calculated,

209
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SUBROUTINE SETWRP

PURPOSE:
To set a wrap up address to be used in case of an abort.

ENTRY POINT:
SETWRP

PROCEDURE:
SETWRP is a GMAP subroutine. It first gets the FORTRAN wrap
up address from the upper half of word 23 (decimal) of the pro-
gram and saves it in symbolic location GOTO. 1t then gets the
address of symbolic location WRAPUP and stores it in the upper
half of word 23. It then returns to the calling program. In case
of an abort GECCS transfers control back to the user at the address
contained in word 23 which is now WRAPUP, The instruction at
this location is a call to routine TWRAP which is the last routine
called if termination is normal, When TWRAP is finished it re-
turns and the next statement is at lecation GOTO which transfers

to the original wrap up address.,
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DUMP OPTICN

The purpose of the DUMP option is to allow the user to output
all arrays which are used during the processing of one data set. The
dump option is taken by placing 'YES' in columns 11-13 of the DUMP
data card. The arrays output in order are the following: antenna phase,
antenna weighting function, sine reference function, cosine reference
function, target phase, target amplitude, return amplitude, return phase,
sine channel of return, cosine channel of return, processor weighting
function, weighted sine reference function for last aperture imaged,
weighted cosine reference function for last aperture imaged, final image,
image for last aperture. The first two arrays are output separated from
the rest because they no longer exist when the rest are output. Each
arrav is headed by a title and the length of the array. The array is out-
put ien numbers to & line, If the dump option is not taken the target reflec-
tion coefficient amplitude, the image of each aperture, and the final
image is siill ocutput. If the dump option is to be used on large data
sets it should be remembered that a large amount of output will be gen-
erated and it may be necessary increase the output line limit, The stan-
dard limit for the execution activity is 5000 lines. This limit may be
changed by placing the desired number in the fourth field of the SLIMITS
cards following the SEXECUTE card. 10,000 is the maximum number of
lines that may be output by a normal job.
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APWGTS DATA CARD

'APWGTS' stands for aperture weighis. A weight must be supplied
for each aperture used in the imaging, The number of apertures was input
of the previous card. The weights may be zero or ncgative, as well as
positive, however, they may not all be zero. The aperture weights are
input seven to the first card and eight on all succeeding cards until the
correct number has been input, Only the first card has "APWGTS' in
columns 1-6. All numbers are in fields ten columns wide.

In forming the final result a weighted sum is performed on the
results of each aperture with these as the weights. Thus, an aperture
may be eliminated from the final result by making its weight zero., In
supplying weights for the sub-apertures thcy should be viewed as

follows:

iy

27 n
3

/
|

. st Sl r
S erBAPERTUEE S / 2 3

___.-
L

where 3 15 the fofal et ber of womd nal

pesolction celle in the physial antenns besm
The above diagram shows an antenna beam of n resolution cells with three
sub-apertures. The first sub-aperture uses only the first third of the
refercnce function, number two uses the middle third, and number three
the last third. However, it might be that only one sub-aperture is used

as follows:

r
ﬂof’ ! s 'ﬁo'f
used suvhzperterC vsed



213

In this case only one weight necd by provided because only cne aperture

is used, even though it is in the middle of the physical beam.
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PRESUM OPTION

The function of the presum option is to sum series of returns of
specified length prior to the imaging of those returns. This cuts down the
number of memery locations needed during imaging. To take this option
place the number of returns in a series to be summed in columns 11-15
of the 'PRIESUM' data card. If no presumming is to take place a one must
appear in that field, This presumming cccurs after the signal has been
through the receiver and picked up noise and been amplified, but before the
return is quantized. If the number to be presummed dces not divide
evenly into the total number of returns the few returns remaining at the

end of the array are discarded.
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QUANTIZATION OPTION

This option gives the user the ability to specify the size of the
word that will be used to store the return and the weighted reference func-
tion used in the processor. The size is given in a certain number of
bits. If n bits are specified the number of quantization levels will then
be Zn. This is really two options as a separate word size is supplied for
the returns and the reference function, The size of the word may be from 1
bit to 36 bits {number of hits per wood on the GE-635). To take the
return quantization option place the number of bits in columns 11-15 of the
'"QUANTIZE® data card {a number must always appear in this field) and
specify the range of the quantization by placing the lower limit in
columns 21-25 and the upper limit in columns 31-35. This range is for
the return signal prior to quantization but after it has been amplified by
the receiver and presumming has taken place. The lower limit must
always be less than or equal to the upper limit and it must be non-negative.
If 36 bits is specified the range specifications may be left blank. The
number of bits for the reference function is gpecified in columns 41-45
{a number must always appear in this field). No range is necessary as
it is always between - 1 and + 1. Note that the quantization range
specified is over absolute values. If the range were specified from 20
to 100 in 5 bits then the ranges - 100 to - 20 and 20 to 100 would each be

guantized into 16 equal levels,
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STATISTICAL ANALYSIS OPTION

This option allows the user to obtain some statistical data on his
targets, returns, and images. The output of each analysis contains a
heading which tells what is being analyzed, targets, returns, image
of current aperture, or final image. It also contains the sampling rate
employed in the analysis and the number of samples used. The resulis of
the analysis are then output. They include the fcllowing: the mean
image voltage of the sample, the mean image voltage variance, the mean
covariance, and the mean sguared voltége divided by the voltage variance,
Each of the abhove is accompanied by a 90% confidence interval which is
obtained by a T-test. Statistical analysis takes place whenever one of
the following occurs: 1) if the CYCLE pattern option has been specified
(or read from tape) and the user supplied constant is the same for both
halves of the cycle; or 2) the user has supplied a sampling rate for the
returns (columng 51-55 of the 'ANTENNA' data card) or for the images
(columns 47-48 of the 'TARGET' data card). These sampling rates are
positive integers. Really (1) above is a special case of (2) because if
the conditons of (1) are met a sampling rate must be provided for the
analysis of the images or it is a fatal error. The targets are always
analyzed with a sampling rate of one because all internally generated
targets are uncorrelated. If the user inputs correlated targets through
subroutine EXTARG this sampling rate may he changed. The directions
for this are in subroutine EXTARG. It should be noted that since this
procedure requires a change in a subroutine of the program, if the targets
are stored on tape to he read in later it will be impossible to change
the sampling rate from one when they are read in. Thus they must be
analyzed when they are created. The sampling rates for the returns and
images may be changed at any time, however, one other important fact,
analysis of returns takes place after noise has been added to the returns

and/or the return has been amplified,
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CYCLE TARGET PATTLERN OPTION

The cycle pattern is one of the three intermally generated types of
targets. It consists of a series of highs and lows (of target reflection
coefficient amplitudes) of equal size. There are four possible combina-
tions of target amplitude and phase for this option. These are: 1} statis-
tical amplitude and phase; 2) statistical amplitude and constant phase;

3) constant amplitude and statistical phase; and 4) constant amplitude
and constant phase. In the cases with constant amplitude, there is one
constant for the first half of each cycle and a second constant for the
second half of each cycle. These numbers may be the same or different.
Statistical amplitudes have a Rayleigh distribution with a mean of 1.25
times the user supplied constant., The statistical phases are uniformly
distributed on {r,-m).

To take the CYCLE option the user must place the word 'CYCLE'
in columns 11~15 of the TARGET data card. He must then specify an approxi-
mage number of targets to be used in columns 21-25. This number is only
approximate as will be explained later. He must then supply a number
for each half of the cycle. The first half in columns 40-45 and the second
half in 50~55. If the targets are to be constant rather than statistical the
word ‘CONSTANT' must appear in columns 30-37. If the number supplied
for both halves is the same, a number must appear in columns 47-48. This
is the sampling rate for the statistical analysis of the images which will
occur. The user must also supply the size of the cycles to be generated.
In reality he specifies the size of one half of the cycle, that is only the
"high'" portion. Two sizes must be specified. The {irst size in columns
59-60 is the size of the cycle containing target number une and the second
size is the size of the cycle containing the last target. One restriction is
that the period of the first cycle (in targets) must ba less than or equal to
the perlod of the last cycle, thus, the period of the cycles is always

increasing. The number of targets in each half of a cycle is the same.
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As mentioned before the number of targets specified for the cycle
option is only approximation. Using the period (in targets) of the first
and last cycle, it is determined how many targets are required for one
cycle of each period between these limits. This number of targets is
divided into the number of targets specified and if there is any remainder
the result is upped to the next interger., Therefore, the actual number of
targets used is always greater than or equal to the number specified. With

all other pattern options the number of targets specified is the number of

targets used.
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LINEAR TARGET PATTERN OPTION

The- linear pattern option has been included to give the user a
set of targets which is suited to testing the linearity of a processor,
The linear pattern consists of a set of targets whose reflection coefficient
amplitude is linearly increasing or decreasing and whose phase is a single
constant or is uniformly distributed on {-r.7). The option is taken by
placing 'LINEAR' in columng 11-16 of the 'TARGET' data card. The ampli-
tude for the first and last targets go in columns 40-45 and 50~55 respecitvely,
All targets are constants, there is no statistical option. If a constant
phase is desired 'CPHASE' should be put in cclumns 69-74 and the phase
in columns 75-80. Otherwise the phase ig uniform on (-#,n).
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POINT TARGET PATTERN OPTION

The point option was included as an analytic tool to allow the user
to see the processor response to a point target. The point option consistis of
a series of targets which are zero in both amplitude and phase except for
the very center target (there is always an odd number of targets) which is
the point, This point may be constant or statistical in both amplitude
and phase. The number of targets on each side of the point is equal to
the number of targets in the antenna used to image the point. To take
this option 'POINT' must appear in columns 11-15 of the TARGET data
card. The user need not speciify a particular number of targets as this
depends only on the beam size of the physical antenna used (in terms of
targets). The point amplitude may be specified as constant by placing
'CONSTANT' in columns 30-37 of the TARGET data card and the constant
in columns 40-45, Otherwise, the amplitude is a number picked from a
Ravleigh distribution times the user supplied constant in columns 40-45.
The phase may be specified as a constant by placing '"CPHASE' in columns
69-74 and the constant for the phase in columns 75-80. Otherwise, the

phase is picked from a uniform distribution in the internal (-=,n).



221
EXTERNAL PATTERN OFTION

The purpose of the external target pattern 6ption is to give the
user flexibility in inputting his targets for the program, This option involves
writing a subroutine named EXTARG which can be called by the program
to generate the targets. Thus through this subroutine the user may calculate
his own targets or input them via cards or tape.

EXTARG is called whenever an error free data set containing
'EXTARG' in columns 11-16 of the 'TARGET'® data card is read in. If an
error is detected in the labeling of the cards or in the data on the cards,
the subroutine is not called. At present a dummy subroutine EXTARG is
included in the deck. When the user writes his own subroutine the must
remove this dummy. However, certain cards are required in the user
written routine. These are;

SUBROUTINE EXTARG(CELPHA ,CEIAMP,L,K)

DIMENSION CELPHA(L) ,CELAMP(L)

COMMON/PROZ/FIL1({5) ,KSAMP1 ,FI112(14)

RETURN

END
The labeled common is necessary only when the user wishes to increase
the sampling rate for the statistical analysis of his targets which is
KSAMPI1. This is one unless changed. The first argument is the target
phase array to be created. The second is the target amplitude array to he
created. The third is the number of targets to be generated. This is the
number input in columns 21-25 of TARGET data card and it must not be
changed in this routine. The fourth argument is used to tell the difference
between the dummy routine and the valid user written routine., On exist
from the user routine K must equal four.

I the user inputs his targets by cards these cards should come

right after the last program data card for that set.
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RECEIVER DATA CARD

The RECEIVER data card specifies the characteristics of the
receiver used to amplify the return signal, including any system noise
that may be present. This system noise is narrow band Gaussian
additive noise and is added to the signal before it is amplified. The user
must input two values to specify the amount of noise to be added. There
are two cases. The first, any pattern selection except EXTARG, the user
must input a desired signal to noise ratio in columns 36-45, If this
value is 999,99 no noise will be added and the second input is not required.
Otherwise, he must also input a mean voltage reflection coefficient ampli-
tude on which to base this signal to noise ratio in columns 46-55. If the
EXTARG pattern option is taken the user must supply a signal to noise ratio
as in the first case and also the average retum amplitude in columns 56-65,
Once the noise has been dealt with the return amplitude is amplified
according to the following formula,

Vin <D Vour = Viy " K

VIN > D VOUTZ K*"D+¥% - loglO(VIN

Where D is the linear saturation point or clipping point and is

~D+ 1)

input in columns 16-25, K is the linear gain and is input in columns 11-15,
and A {s the logrithm multiplier and is imput in columns 26-35.

For a completely noiseless receiver with no amplification of the
signal the following values should be input.

K= 1. D = 999. A=0 S/N = 999,99
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ANTENNA DATA CARD

The ANTENNA data card specifies the characteristics of the
antenna which creates the returns that will be images. The user must
supply an integer number of resolution cells for the antenna in columns 11-15
an integer number of targets per resolution cell in columns 21-25, and a
number in columng 41-45 to indicate the weighting function to be
applied to the antenna. A doppler mismatch is specified as a real number
in columns 31-35. This number may be zero. The sampling rate for the
statistical analysis of the returns is input in columns 51-55. At the present
time the number for the weighting function must be 1 or 2, 1 for a square
beam with all weights equal to one, 2 for a 'cosine on a pedestal’
weighting function. If the user wishes to expand the number of weighting
options he should see subroutine WGTFCN,
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PROCESSOR DATA CARD

The PROCESSOR data card specifies the type of processing that
will be used to image the targets. There are several options that may be
takn on this card. Full focused processing is specified by placing
'FULL' in columns 11-14. The aliernative to this is zero plate processing
in which 'ZONE' appears in that field. The difference betwzen these two is
that zone uses the sign of the reference function., Next is the option of
using one or two channels of the return during imaging. If a "1" appears
in column 20 only the cosine channel of the return is used. If a "2" appears
both the sine and cosine channels are used. The size of all sub-apertures
in terms of the number of resolution cells must be in columns 31-35. This
number must not be greater than the number of resolution cells in the
physical antenna beam used to create the returns. Columns 41-45 must
contain the number of targets incremented before each return is generated,
This is analogous to the PRF. The next field, columns 51-55, contain the
overlap, in fully compressed returns, of adjacent sub-apertures. This
number may be zero, in which case the apertures just touch; positive, in
which case they do overlap; or negative, in which case they are scparated
by so many returns., The starting point for the first sub~aperture in fully
compressed returns must be in columns 61-65, This number must e positive.
If it is one the first sub-aperture starts at the left hand edge of the heam.
The weighting function to bhe used on each sub-aperture during the imaging
is in columns 71-75. At present this number may only be a "1", all
weights are one, or a 2%, cosine on a pedestal. The user may increase
the number of options available by expanding subroutine WGIFCN. See

that subroutine for details,
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LABELLED COMMON VARIABLES

In the following list only the most commonly used name is listed.

If a subroutine does not use this name it is only necesgsary to check its

position in the labeled common to find the name it does use.

ar ol W
. e e x s

W W N

o =~ oy N W o
P e e s e s 0a

PXCH
PCNUMI
PCNUM?Z
MAXA
MINA
LENGTH
SECON

CHANGL

AG
NTIMES

SIGCOM
KAN1
KANTEL
KANZ

NP

CELENG
TLONG
NUMA
NUMB
IA

IB

ic

iD

IE

value input in columns 59-60 of TARGET data card.
value input in columns 64-64 of TARGET data card.
value input in columns 40-45 of TARGET data card.
value input in columns 50-55 of TARGET data card.
number of targets requested

tells if it is to be constant or statistical amplitude

for targets

tells if it is to be constant or statistical phase for

targets
constant value for phase

cycle pattern only, number of cycles of each size

number of resolution cells in physical beam of antenna.
number of targets in physical beam of antenna
number of targets per resolution cell

length of each subaperture in fully corﬁpressed returns.

number of targets being used

number of returns fully compressed

number of returns compressed by INCR only
pointer to CELPHA

pointer to CELAMP

pointer to ANTPHA

pointer to REAMP

pointer to REPHA
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10.
11.
12.

13.

14.
15.
16.

17.
~29,

T R S

LEr BERRY N FC R

O @ ~ D

. -19,

]
fo)
.

IF
IG
IH
II
IJ
IK
IL
IM

IN
INUMB(12)

RECEIV

GAIN
SAT
ALGAIN
STN

PRO 2
KFIRST

KPROC
KSAMPB
LENREF
LENUNC

KSAMP1
KSAMPZ
LOOPY
IFIL (11)
L4

pointer to REAMPS
pointer to REAMPC
pointer to WGT
pointer to SIGANG
pointer to COSANG
pointer to SPROD
pointer to CPROD
pointer to AMAPS

pointer to AMAP
not used

linear gain of receiver

saturation or clipping point of receiver

togrithmic multiplier to signal above clipping point
signal o noise ratio

starting point of first subaperture in fully compressed
returns.

type of processing 'FULL', 'ZONE', or 'NONEL'.
sampling rate for analysis of images

length of fully compressed reference function
length of semi-compressed (INCR only) reference
function

sampling rate for analysis of targets

sampling rate for analysis of returns

= 1 if statistical analysis is to be perfromed

not used

number of images to be produced.
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12,
13.
14,
15,

i6.

17-20.

1,-100.APWGTS({100)

oo

OPTION

KPRESM
IQUANT
RANG1
RANG2
PLOT
PUNCH
SELECT
FRACBW
NUMPLT
KQUANT

KPAT
KUMP
NCHAN
PUNTAR
RCA

AVEAMP

PIL{4)

APERTU

ISPACZ
MAX
FIL(3)
NUMB2Z
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number of returns to be summed before imaging
number of bits available to store returns
lower limit of quantization range

upper limit of quantization range

'YES' if plot option is taken

= 'YES ' if final image is to be punched

target pattern selection

doppler mismatch reference to return signal band width
= 'ALL' plot all subapertures otherwise only final result
number of bits available to store weighted reference
function

points to subaperture weighting function

='YES' if dump option is taken

number of channels to be used in imaging

= 'YES' if targets amplitudes are to be punched

mean voltage reflection coefficient amplitude on
which the signal to noise ratio is based.

average return amplitude used to add noise to

external targets

net used

weight for each subaperture read from APWGTS

d;a ta card

amount of blank common available for current run.
not used
amount of surplus blank common availahle for

current data set



228
GENERAL TLOW OF CONTROL

This section gives a general idea as to the sequence of events
during execution of the program, including the calls to subroutines and
what the purpose of the call is,

Execution starts in the mainline which calls ISPACE with argument
of zero. This returns the amount of blank common available during this
particular run and sets the core hole so that none of this blank common
is used for input-cutput buffers. It is in this blank common region that
all dynamic arrays will be created. The mainline next calls subrouiine
SETWRP which sets an address in word 23 so that control is transierred
to subroutine TWRAP in case of an abort, such as an I8 {run time
exhausted). This wrap-up routine insures that all data sets written on
the tape during the current run arc not lost. These two calls are made
only once during a particular running of the program. Once these pre-
liminary steps are taken care of, SETARG is called to start processing the
first data set. SETARG will return ten arrays in the bhlank common region
along with their pointers and several miscelleneous variables in labeled
common. The first step taken by SETARG is to call INSPEC which will input
a set of ten data cards. These data cards fully specify the type of targets
and imaging to be carried out by the rest of the program. After inputting
the cards INSPEC checks the data for twenty-three error conditions and
will abort that set with an error message if any one of them is present
and immediately begin inputting the next set. If the set specifies that it
is to be put on tape TREADY is called to position the tape so that this set
may be added. If a card with blanks in columns 1-6 is detected anywhere
inthedata,controlis transferred to the wrap-up routine TWRAP to copy the
data back to the tape, if necessary, and upon return from it execution is
terminated.

-Once a correct data set has been input,control is returned to SETARG

which tests to determine which target pattern was selected then transfers control
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to handle that pattern. All patterns except the TAPE pattern are

handled very much alike. NGET is called to calculate the lengths of
several arrays which will be used and then tested to sce if this data

set will fit in the available memory. If not, an error return is taken
which by-passes calculating the targets and returns. The heading is
output followed by an error message stating that the memory limits

must be increased to run this data set, If the set will fit NGET calculates
the pointers for all the arrays to be used in SETARG. Upecn a normal
return form NGET, SETARG calls the approrriate subroutine to calculate
the type of targets called for; STARZ for the cycle pattern, BIGPNT for the
point pattern, LINEAR for the linear pattern, and EXTARG for the external
pattern option. Each of these generates its particular type of target and
then returns to SETARG. ANTENA is called next which simulates a radar
antenna. WGTFCN is called to provide an antenna weighting function and
an antenna phase array is generated which depends on the size and number
of resolution cells in the physical beam of the antenna, Using these and
the original targets a weighted sum is performed for certain positions of the
antenna beam over the targets, these positions depend on the number of
targets skipped per return which is an input to the program. The returns
that are generated include the sine and cosine channels and a combination
of these whichgive the return amplitude and return phase. ANTENA also
generates the sine and cosine reference functions which will be used

in imaging. Back in SETARG, TWRITE is called to write the set on tape

if that is specified. If the tape pattern was originally specified, TREADY
is called with the data set number as an argument. TREADY searches the
tape for the correct data set and reads in the first part of it., NTGET is
called to see if the set will fit in the available memory, if not it is
aborted, Otherwise, the second part which contains the arrays is read
in., CALREF is called to calculate the reference functions to be used in
imaging and then control is returned to SETARG. The first part of the
heading dealing with the targets is then ocutput and OUTZ is called to

output the rest of the heading. Control then returns to the mainline,
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SNAP is called from the mainline at this point to print out the
target reflection coefficient amplitudes. MENVAR is called to statistically
analyze these target amplitudes if required. The targets are next punched
on cards if the punch option has been taken. If the dump option has been
taken the antenna phase and antenna weighting function are printed here
as they are destroyed later, NQISY is then called to simulate a radar
receiver. Noige is added according to an input signal to noise ratio
unless this number is 999.99 in which case no noise is added. Linear
gain and logrithmic gain are next multiplied by the signal. These returns
are then analyzed by a call toc MENVAR, if indicated. If presumming is
indicated, PRESUM is called to sum the desired number of elements of the
sine and cosine channels of the returns. Next if quantization is indicated
QUANT is called treating the sine and cosine channels as cone long array
to be quantized. DIGPRO, the digital processor, is called next to image
the returns unless the no imaging eption is taken in which case the call to
DIGPRO is skipped. The first step taken by DIGPRO is to call WGTFCN
which generates a weighting function which will be applied to each sub-
aperture used. This welghting function is generated based on the lengih
of the sub-aperture in targets. It is then compressed in DIGPRO by the
targets incremented per return in generating the returns times the
number of returns presummed so as to match up correctly with the returns
to be imaged. It is also normalized to the interval (0.,+1.}. If Zone
processing is indicated the elements of the sine and cosine reference
functions are transformed into a plus dr minus one depending on the
sign of the element. The actual imaging is done in a large DO loop which
images one aperture at a time. The weighted sum of all of these apertures
is the final image. The weights for this sum are input on the APWGTS data
card. Provision is also made in this loop for quantizing the weighted
reference function according to a certain number of bits. No range nced
be supplied as it is -1 to +1. Apertures are imaged in order from left to
right as they appear in the physical beam of the antenna. If an aperture
position required is not possible a message is printed and imaging stops

at that point. After each aperture has been imaged the results {rom that



231

aperture are printed out, if statistical analysis is indicated it is performed,
and if a plot ig called for it is made. When all apertures have been imaged
the above sequeﬁce is repeated for the final image unless only one aperture
was used. The final image is then punched on cards, if that punch opticn
has been taken., Control is then transferred back to the mainline which
calls CORDMP, if the dump option has been taken. A transfer is then

made back to call SETARG which will begin the process over again for the

next data set.
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INTEGER TLONS

COMMCNALSPRCZ/ZYAN, NNV, NTL NKR NV 2
COMMEN/PRUSES/NAPS, KANT INCRsLAP

COMHCN/CELE NJITLUNJ,VU“A-NUMB.IA.IBaleID 1E,IF, 16, IH T, LJaIK, IL,

TMeINe I3 IR 10, TRe 15, 1T TS TNUMBCS)
COHHEN/SIUECY/ KANL, KANTEL  XAN2, NREAP

COMMEN/PRUZZHF IRST KPRICPKSAUPD . LENREFYLENUND  KLSAMP L KZSANP L OOPY,

2 HATNSSEIN !
COMMON/OPTION/SPIESM, JQUANT,RZ(9), DUMPwNCHANPUNTAR FIL{S)Y
DATA YES/SHYES/
DATA NONEZANNONES
15PACE 2UTS AMDUNT OF 3LANK COMYON IN HAY

CALL LSPALZI(D?

®RITE(S,3%) vA% 2
35 FORMATUETH MaXIMJM NJMIER OF MEMORY LODCATIONS AVAILABLE FOR DYNAM] 5 B _
2C ARRAVS =, 1D)
. - SETHR? SETS WRAPUF ADDRESS IN CaSE OF aN ABORT e -
CALL SETHHP T ’ ‘ - T T |- I
* SZTARS 3ENERATES TARGETS AND RETUANS _
180 CALL SETANS [
WRITE( G4 7
40 FORMAT(LH1) - e - -
(CHLL SMAC(TELL(T3),16HTARGET AMPLITUREST DNG) $
» - "PERTOAM STATISTIGCAL ANALYSIS ON TARGETS ~7 T LTI - T T/t
TFLLCOPY.E2.1) CALL MENVAR(KLISAP,$,CELL(13), 'TARGETS®,TLONG) 10
+ BUNIH TAR3ET AMALITUDES {F REQU[R=D : - . -
1T = 1B « TLONG - 1 13 . )
1FCPLNTAR,E0.Y35) JRITE(43,443) TLONSS(CILLCI).1=1B,1T) 14
143 FGRMAT (130,7F10.3/(BF10. 3)] 4
s s IR CDEMP  NECYES ) S0 T 15 - IS TR sTemowm mm S e T pp T TR Tt ot T
CALL SNAPICE_L(]Z),13RANTENNA PHASh.tnnTEL) 25
CALL STAPCSE_L(I43,15HANTENNA H3T FONSKANTEL) - 26 )
» N3 NOISZ !s ADLED IF STN = ?799.3%
CIFASTN.NEZ,99%.99) call SWAP(CELL(ID)«18HNJISE FREE REAMP, NUME) 27 - -
s NOTSY AJDs SysTIm MJIS:. ..IP«EAR GaTY, AND LDGR!THHIC GAIN
- 4F--CAEL HOLSY - - : i - B i T T
2 {CELLCIT)I»ZEL ch-) C':L.LHF).CELLHG} CELL(IC), CELLCIHY, NUMB, £
3 KANTEL,CEL_(14)) TR -
#PIEgLM RETURNG 1Ff S?EIZITIZD ON PRZISUM DATA CARD
IF{KPRESH,3E:2) ZA.L PRESUMICLLL(LF)LNPRESY) -~ - . 11 —= = - - oo - T
nQJA\TIZ: RETURNS IF S3ECIFIED ON JUANTIZE DaTa caRD
——— aemsames o = e MDD DUANTIZATION TAKES PLACETIF JOYANT = 3IE - - -
[FCIGUANT,GT -0 J&ND, TQUANT.LY.38; r‘ﬂLL DUANT(CELL¢IF ) » 2#NUMA) 34
- » la 15 BDINTER TQ CEL®Ra, LENSTH TLDNG : - - T - T T T
s 1B IS POINTHEA TD CIL4M?, LENGTH TLONG }
» 1L IS POINTER TO ANTPR3, LECKGTH KANTEL e - T - .
» 10 IS POINTER Y0 RIAYP, LENGTH NuM3
1815 POINTER 10 REPYA,"LEVGTH NUITH-
[5 POINTER TQ HEA¥PS, LENSTHA NUMA

s IF

AN
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52 T e ]G 15 POINTER TQ RIAMPT, LENBTH KUMA ) - -
) 53 * 1H IS POINTER 10 WaT2. LENSTH NREAP Y W R, i
—— S4777 7w [T 718 POINTER TO SINANS, LENGTH LENREF 7 777
55 » 1J IS PQINTER TO CISANS, LENGTW LENREF 5 i )
54 s K ]S FOINTEAR TD S°R3D: LENGTH NREAP E
57 1K = [H ¢ V3ZA3 - 37
DR 5B s [L IS5 POINTER TQ C3R3D, LENGTH NREaP - : E
59 IL = IR + N3Za= U UONSUPUNR. £ - B, et e e
Y Y T eTTH 15 POINTER TQ A¥A®S, LENGTH L4 E
&4 IM = [L + NREA® A B 39 R _
&2 a IN 15 POIMTER TO ARRAY AYA®, LENGTH L4 E )
63 IN = I * L[4 ) B , E 40 B
b4 IF(KPRCG.E3. 9096 30 1D 10L 41
65 . DIGPRY 15 THE DIGITAL PROCESSQR, 1T IMAGES THE RETUANS ol L _ I
T ST CALL DTGPRICCELLIT e CELLEI L CELLCTAdpCELL (TRY,CELL{TID) o ' a4 R
67 2 CELLOIE}yCELLXIF)» CELLUIG) v CELLUINY P CELLCIM) » CELLCIX)  CELLCTL S E
T 68 3 CELLUIHI wNJ™ANRIAP, (2o TLONG LENRET ¢NUVB} .
69 B L8047 DJUTPUTS ALL AHRAYS AS THZIY ARE AT END OF PROCESSING
70 . [F CUYP 0°TIBN IS TAKEN. CORLMP OUTPUTS ALL CORE AS 1T 1§ .
1, . AT THZ INT OF PROIESSING o . ) . [ .
coTmT Tz T10L IFCDUMRLEULYES) TaA_L CORDMP ‘ ’ ) : 43
73 Ge T 100 48
74 ' END 49
23757 WDRDS OF MEMQRY JSED BY THIS COMPILATION
— — — o
e s man —_— N
(o}
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1 _SUBRCUTINE 58 Taq" e
- =Sy TMALN TINK OF NUBULE 15 CREAT TEV iRAAYS INTELANK COWHMON -

3 * USTIYE DYNAMIC ALLOCATION, YHE aRRAYS CREATED ARE [N THE o B _

- 4 * F3LLO4ING DRDER--SINE REFERENGE FUNCTIGH {SINANG), COSINE

s - MEFERINIE FUMCTION (COS4NG)e TAQGET PHASE {CELPHAY. TARGET N

6 s 7 A2 _[TUJE {CELAMPY}, RETURN AMPLITUDE (RE4MP), RETURN

7 5 PHASE {3E2WA), SINE CHANNEL QF ETUIN (REAMPS), COSINE o . e e
T BOTTTTTTRITTTTTTTTT T TUHNNIL UF RETURN (REAMPTY, ANTENNA PHASE (ANTPHAY, AND

2 N THE ANTINVA WEIGHTING FUNCTION (WRTY .

14 . COMPONENTS OF MOGDULE--SUBROUTINES SETARG, INSPEC,NGET,

11 » LINEAR, STARZ(BIGPNT ) EXTARIANTENA, wGTFCN, AND TREADY _ ~ . _

12 a7 Ul TH ENTRY POINTS TREANWTHRITE, AND TWRAP}

13 + SETaR3 PRICESSES ONE ACCEPTASLE Dava SET PER_CALL : ~ o
R a " TOSTo® IoNDITION--ALANK Y1ARGETY naATA CARD

15 REAL MAXA,4[VA,AS -

1% INTEGER PENUYL, PINIMZ, TLONG,LENGTH, <ANTE _, VARRAY ,NUMB, NUHB2, [A, 1B, ' ) )

17 1INUME, [5UH oo L .

18 * ALPHANUMERIC INPUT  SELECT,SECON,CANSLE .

19, CovMCh CELLt1? B .o e e — —
TrTTT2D = COMMEN/ZISPRCZ/ MAX, NNULNTL P NKA, NUHS2

71 COMMON #PRETHZ ZCNUML, PONUMZ, MAXA, MINASLEVGTH, SECON. CANGLE AG . .

F- I 2 NTIMES

23 COMMONACELENG/TLING K27 SNUMB, JArIBaIC, TDYEIF, [G 1ML 1L, 10

24 2 INgM811 S

25 COMMIN/STECTY/ KaN1, <ANTEL, KaN2, NP . e e

TTO26 TTTT T COMMCNYORTION/HL(6), BELEDT K213 ) e T T T

27 DaTA PNTSTUD, YULL, BLIN/AHPOINT L BHIYCLE L, 8H s6HLINEAR, _

28 NAaTA TAPE /44Tapz/

29 DATA ST,EXs SHIE_ETE+GHEXTARG/

30 I3 LATTE(6,220)

31 25¢ FoRMAToIHL) 3_ . B i

12 L SYRIVITINE INSPEC "INPUTS ALT PRIMaRY ™ DATA CARDS TO THE PROGRAM

33 CALL INSP=Z(TS.124T)

34 . TRANSTEY TO GENERATE TYPE OF TARGETS SPECIFIED 8Y ValLUE OF SELECT

35 eTRANSFER TO GENZRATZ TYRE GF TARGETS SPECEFIED aY VALUE OF SELECT ) _

36 IF{SELECT SQ TAPZ) CALL TREAD{KNUM, IRPAT, ENGTH.$126,333) 4

37 SFESELECTZ3.5TNDY GO 1o 71 . o I e

- 38" T T IFTSELECT.ELPNTY 3¢ To 72 T T T T o T 10

39 TF¢SELECT,Z3.R_INY 50 T¢ 73 13 o L

43 : IF{SFL:CT.:Q Exy G Tp 74 16

41 WRITE(S,22)5ELECT, TS LENGTH, KANTEL, SECON, Ma XA\ MINA.PCNUMI, PONLMZ, 19 .

42 - 1CARGLE 45

43 25 FORMATELHUIAS LY, AL 2X, 15, SXr IS 4% R0, 2C4%,FE.2),2(3X 123, 3X, A6, 22 e
T &4 T RrAVZLS

45 259H &N ACCEPTAILT PATTERM SELECTION, THIS DATA CARD 15 SKIPPED ) ) . L — - -

a6 T T 60 Jo 3% 22

ar . START QF -ZXTEANAL TARGET PROCESSING | .- -

L1 74 NUME = LENITH « {ANTEL - 1 T o : 23 )

3 KNUM = % 24 - —_
STt U8R TTTITC TS TLANG # LERGTH T T T T e e e 357~ -

51 . CARLL NGET(NUB,TLONGIKANTEL,3126) T ) . _ 26 i o



T 87%28 g1 f§E-14=79 Tie.97a T T T 7T o et T T o N N . PAGT e -
5z ™ T T CALL CEXTARG(CELLLIA)FCELLCIBY LENGTHRRRUY) e ' ) 27 T o T
53 IF(KKUM,EQ.5) 30 T3 126 . 78 .
- === — e TettT T ED TTe '125]]— - T TR T e e e - 3i T e
55 . $TART QF ZYCLEZ TROCESSING '
—_— 52 0 — 71 ps5omio ) R 32 e e e
57 XNUK = 3 33 . .
- 58 T " . PCNYML = INE MALF MINIMUH NUMBER aF TARGETS PER CYCLE . o
59 » PONJMZ = DNE HALF THE MAXIMEM )
- Ttemtr a0 TUTTUT OTTDO BAT T = PONVMLPINUNMR T e ¥ == ‘ —_ -
b1 150M=I5YUM+2e] 35 o L _
- B Y- 83 CONTINUE ) - 36 - ‘
63 L LSU™ 15 NJW NUMBER OF TARSETS REQUIRED FOR ONE CYCLE OF EACH
64 Car SIZT PCULALA2 THRU PCNJHZ#2 ) ’ :
65 10VER=0 I8 ) . e
e e g T T T T T IR (LERGTHALSUM e ISUMLVELLENSTHY JOVEREY T T T TTTTTTT TTT T Ot TR T T — T :
67 . NTIMES = NUMHER QF CYCLE OF EaCd4 SIZE .
&8 NTIMES = LENSTH/1SUM+IDVER oo ' 42 -
6% » T OTLONG = NJMAER OF ACTUAL TARSETS . -
ST 7o TLANG = NTIMES#i5UY ' 43
75 NUMB = TLONG » KANTEL -1 . aa e
e & B N3TT PLACES AMDUNT OF SURPLUS CimwoN [N VaRTABLE NUMR2 ’
73 3 A_32 SA.CJLATES POINTERS FOJA REST DF ARRAYS NEEDED IN SET4RG _
74 a NINSTANOAID RETURN 1F NUM3Z 1S NESATIVE )
75 CALL NGET (MM, TLING,XANTEL¥3128) 45 . o
76 s $Ta32 GENZIRATES TRRGETS FOR CYCLE PATTERN
77 172 CALL STARZ (ZeLb(l&),CELL{IR), TLANG) 44 o e = e
=t/ 78 0T T T T OGO TQ iz2av o - ) - T Tt v T T T o T a7 —
79 » $TART 07 3pINT PROCESSING
- 20 72 LEYGTH = 1 - - . 48 ) - -
81 Kk = L 49 B
— 82 TLONG 2 2®KANTEL « i o o T 50"
83 KUMB = TLUONG + KANTEL - 1 I S _
semm———eg4 T TS CAULT KEET(TUMB. TLONGTKANTELR{ZEY T T T T T Trmm e o memm e 5o
as Call BISPNT(ZELLIIA),CELLIIB)Y ,KANTEL,TLONG) 53 o
- B& GO To 1Ee5u ’ ) - T D - 54
a7 » 5TART OF LINEAR
- - as cT73 OTULONG = LeNGTH ’ T ’ o T 55 - - o
£9 KNUH = 2 55 :
= §6 ~TmToT TNYMB = TLU\IG ACRENTEQY = T TSI TS Tmmmoms memmmmnn o mR mm oo Ty T T m— —_-
g1 CalL NG [NJMI, TLONG, MANTEL»5124) 58
9z == Catl LI\'EAR ¢CELo (1Al ,CELLCIRY, TLONGY —  © - o 59 Cotmm : o=
93 0 ANTENSL GEVERATES RETURYS &S SEEV 8Y A RADAR ANTENNA
- 125% CALL ANTENA(CE_L¢IA) i CELLCIB), CELLALFYFCELLCIG), CELLCIC), CELLCID), TTospT T T oot T T -
95 2 CELL(IE 1, TELL LIH ) wKARTEL (NUM3.TLONG»IPAT, CRLLEIT YICELLETIYDY
s G e e - GQUTPUT HEAC==SUMMARY 0T RESULTS 0F -THIS MODULE™ - ~ e m——e
57 125 1FLTS.NELXJLL) CALL TWRITECKNUM, [PAT) 61
-_ - 98 - —- 1286 WRITE(A,42) SELEST NUMBZ.LENGTH,TLONS»CANGLE,AD T T a4y e
99 45 FORMATIIN +27HTARGET PATTERN SELECTED = 18,/ 87
100 - 138M KUMBER 2F SUIP_US MEMDRY LOCATICAS v .18/ .=~ ° 77 7 T e Tt mm s T e
104 131H KUBBER BT TAAGETS SPACIFIED = 2[5/
-102- FSIH-ACTUAL NUMIER- AP TANGETS USED = fisw /s~ — " —"
103 7 102H SPEZIFIED TYPE OF DISTRIBuUTION FOR PRASE(IF BLANK, ASSU
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104
165
e g
107
108
109
119
111
iz

133
134
135
13
157
138
13¢
149
144

Tod-~14=7¢ 19.97L T

T 7HED TD BE UNIF2R“LY DISTRIBUTED. =P! T PI} ¢ 7 ,a6¢

933K CONSTANT PHASE(IF aPPLICABLE) = ¢f8.2)

S 219
48

211
a7

212
48

WRTTE(G,47) SAXA,MINA

FOIMATIZ3H  LINZAR 2ATTERN ONLY-v=  y/
1Iy® AMPLITUDD OF FIRST TARGET = L2 }
231H RMOLITJLE OF LAST TARGET =7 7T .2y T -

6o Te 213

KETTE(S, 483 SEZON, MAXA

FOIMAT ¢
<959 SPECIFIED TYPE JF DISTRIBUTION FOR AvP_ITUDE (1F BLANK., ASSUME
4D 1D BE RAYLEIGH DISTRIBUTED) =  , A8/ - U

- 5?H TARGET aMALITIDE(STANCARD DEVIATION OR CONSTANT) = .Fs.z:

CaLl 0JT2¢1RAT) ,

1FENLM32.0T.00 GI 7O 50 i i

RETURN

ERRIR MEISSAGE IF INSUFFICIENT MEMORY
WRTTE 16,555)
FOSMAT(/77//7/29H INSUFFICIENT MENORYSUPSLiER™ " &7 77 7

T35

EnT

T U HSRNCA TQTQUYeUT v UsS NECETSRAY T EACH PATTEAN
GO TC 1212»211+210,233,33) KNy~ -
WRITE(B,4038ICIN MAXA, 1N, PCNUML JPCYUMZ, NTTYES
FORMAT (254 JYZLE PATTERY ONLY~=-- (Vs

4 §TH SPEZITIZD TYPE OF CISTRIGUTION FO3 4MPLITUQE (1F BLAMY, ASS

LI h] TQ 2 R4Y_EIGS DISTRjBUTED) = ALY

71 T AMPLITIUZ £0% FIRST waLr OF CTCWLE(STANDARD QEV[AT:UN oR cons

1TANTY = P62

671 AMPLITUES 703 LaST HaLF OF CYCLECSTANDARD DEVIATION QR GONST
ZANT) = V5,27 ]
e5aH ONE HalF THE NUM3IER 0F TARGETS PER CYCLE AT LOW END = ,i2/
2584 ONE HALF THE NUMBER OF TAACETS PER CYCLE AT _MHIGH END = .12/
JesH T RUMAER OF TIYZLES FOR EACH CONSTANT NUMBER OF TARGETS PER CYC
ILE = b 123

6o Te 213

225% THIS UATA SET 15 SKIPPED /
328H RERUN WITH [NCREASZD LIMITS !
#RANCHY TQ INPUT NEW DATA SEY [F CyRRENT SET ASDRTED
GO 1C 33 ’ - '

OO0 OOOOOOBIOOOGOINNE
D0E3 WOT aPPEAR IV 3E4D, DaTA. COMMON DR LEFT OF EQUALS (e}
_LOOOOOOOOOOOOOOOOOOOROGRGOO0OL

15

T OOOOHOGOONTNOOLNCOONOOTFGGOOOONO

[PaY

DOE3 MOT aARPEAH [N FEAD, DaTh. COMMON OR LEFT 07 EQUALS =)
- TR OOOOOGOGOOOONOOOOSOONOON0E T '

23672 WORDS OF MEMDRY USED BY THIS COMPILATION

e

B7

BT

9¢z

67

68
71

71
72
%

75
74
19

79
a0
53

B4

B&




T Br928 i

98-14-70

19,975

4} PROCESSOR
PUNCH 10} DUMP

RCa, EVEAHP, FIL(4}

ANALYS1S TS [NCORRECT

18 INCDRRECY

1S NOu-POSITIVE

I3 ROv-20SITIVE

¢+ 6HCPHASE, 25/ _

1S NON-POSITIVE

15 NON-FOSITIVE

__r6HPUNCH #

IN CCRARECT RANGE

1 SUBROUTINE INSPEZ (T5,1PaT)
T OTET T TRERAT PRESENT INSPIC IwPATS TLOTTATA GARAS T
3 STHESE CARLS HAVE THEST LABELS STARTING TN COLUMY ONE AND MUST APPEAR
- 4 T elN THIS ORDER--%) T4RIET 2) ANTENNA 3I) RECE[VER
5 ®  5) APWGTS 4} PRESUM 7) OUANTITIE 8) PLOT 9y
5 ’ COMMON/PXCH/OCNUMLL PENUMD, HAXA o ATNA) LENGTH. SECON, CANGLE, 4G NTIMES
7 COMMON/SIGLO4/ CANT, XANTEL,%ANZ, VP
R - T COMMCNACTLENS/ L ONG K54, NUMA, [NyMa (26 7
9 COYMCN/RELEIV/ASATN,SAT, ALGATY,STN
" 13 COMMCN/PRUCES/ VAPS  KANT, INCReLAP
H CUH%CN!PRJE/KFquTerRDC:KSAﬁPD LENREFrLENIUNC/KSAMPL, KSAMPR, L DOPY,
13 2 Flati2d
13 CDHHCNIGP'IO\I KIRZSM, 1QUANT (RANGL, RANG2, PLOT PUNCH, SELECT,FRACEH,
- 14 T T 2 NUHPLT  XQJANT KIAT, DUMP . NCHAN  PUNTAR,
15 CUMMCN/ZAPERT J/4H3TS{100)
16 DIMEASTON TASRGC17),42DRT825),EHESS{250}
17 " " ERROH MIBSATES FOA D1a3NOSTICS
e DATA [EMESS{I.0:1,1%0,10) /
19 1 6MTHKUMBER 57 TAIGZTS SPECIFIED 15 NON-POSITHVE’
20 2 AOHSAMPLING RATE 2F [MAGES DURING STAT
21 J 6OHSIZES 2F CYC.ES FOR CYCLS PATTERN
22 4 BCHSTIE UF &NTENNA (RESALUTION CELLS)
23 5 OMHSIZE UT RWIO_UTION CELL 1§ wON=P2SITIVE
24 6 BAHANTENNA AcIGATING SELECTOR IS NON~POSITIVE
23 7 ¢OHLINCAH [ALIN JF RECEZIVER 15 VEGATIVE
T 26 T8 GDHSATURATION PIINT OF RELEIVER 15 MEGAT)VE
27 @ EPHLCGRIIHMIC GAIN JF RECEIVER 15 NEGATIVC
28 1 EDHROTH LINEARY ANO LOSRITHMIC B5aINS ARE ZERD
29 2 GONGIGNAL T NQIS:Z RATID IS NON-POSITIVES
I 3 6NHANUMBER QF 4PIRTURES 1S NON-POSITIVE
31 4 AQHS{ZE OF APERTYUIE 15 NOT IN CORAECT HANSE
T 320 T T ST SRHSARPLING RATI JF RTTURNS (PAFYT
13 5 GORREFERENCE TUNCTION MEIGWT[NG SELILTER
32 6 OHSTARYING PILINT OF FIRST APESTURE IS yOu-POSI{TIVE
35 6 ANHNUKBEW DF RETUINS TO BE PRESUMMED
38 T 7 OGTHMUMBER QF 3IITS TD QUANTIZE RETURNS s woT
37 8 BsO0HLIMITS FQR QJANTIZATION oF RETURNS ARE INCORRECT
TTTIR T T T T TDATA EMESS(191)/
39 § 6MHNUMSEX OF 31TS TO QUANTIZE REF FCV [$ NOT 15 CORRECT RANGE
40 DATA EMESS(201) /
41 2 S0HALL APERTURE WEZ]GHTS ARE ZEROD
- 42 DATA EMESS(ZI111/
43 2 SUHNUABER OF THANNELS 7O BE USED N PRO ESSING IS5 I[NCORRECT
e T T4 g TTTeST T T AT EMESSUPRY 7
45 2 SPMCONSTANT FOR TARGET PHASE [S NOT IN CORRECT RANGE
a8 - T ODATA POINT/ZEAPIINTY
47 DATACTRRGLI)+1=1,4) /BHTARGETy4HANTENN, quEcsrv.aHPRocEsr
i 48 DATA A2, R3/6HTAPE ,SHDELETEZ, XULLZ6H
L1 DATA (uARb(I!uI-Ja5)IGHP?ESUH.GHDJAVVlrdeLOT
W TTUDATE TARGI{PIS TARG(ITI/AHDUMP ¢ BHAPNETS? 777
51 DATA CHCLE.CPHASE, AB0RT s4HCOYCLE



TB7RZE f1 981470 T aFL97ET

3

asz T2

- T e BEADT TARGET SPECTFICATION CARD - -
53 133 READ(S»1D) CARﬂ-a:;..EGT-TSaIND]C-LE'UGTHvS ECON-MAXA  KSAMPDMINA,
T B T T T T T TPCNUMLrRLVUMZL TENSLE LA T T -
55 10 FORMAT(AS.dxeds, 1XOA1-]1-1X»!5 4!11°"X-'G 2:11012'1XrF6 2:2¢3%, °
55 T 2 I2134.A5.76,2) ’ -
57 K o= 1 q
- 58 ® i3 TH15 T4E RIGHT CARD :
59 34 _IFCCHRD,E9.TARS(4)) 80 TO 1102,5,9.546+7,8; 585, n,x 0
- - 05-"" Me R s A:{E h:'DO\': T e e ———— T T T R e s s m—
&1 111 IFC(CARD.NE.XJL.) G2 TO i1 13
- 52 14 CALL THRAY T ’ ' ’ o 14
63 CALL EXIT .17
64 11 BACKSFACE 05 18
65 . WHEN SE&RIHING FO? TARGET CARD [NPUT CARDS UNDER A  FORMAT .
T 86 B - 1O AVDITY 3IAT FOAMAT ERROR METSASES ~ 7 e oTmm T
&7 13 RE&Dr5.201) ..MD.:ABORY::),[si 13) 19
- 1] 201 FOFRMATEL13AS,42) ’ - ) " 25
49 [F(CARD.NETAR3(1)) 5§ TO &2 . 2%
ST ARCKSPACT 0% : = 28
71 52 TC 133 e -1
TSTtTR Y T TU1Z [FACARDLEEIXULLY 63 Tg 18 T 0 T T - b1
72 WRITE (6, 23) 33
74 20 FORMaAT(484 paTa JARDS OUT OF ORDER, THMIS CaRD 15 SKIPPED - 7 35
75 2 23w SEAHIH FJR TARGET CARD )
75 WRITECE, 20L) CARD, {AZ0RTI1Y, 121,13} 35
77 G0 TC 13 41
e 78 SREAN TANTENNA' DATA CARI -~ - o Tt CTTTTrETTT T o
7% 1 RE&DI{Sy33) CARD {AVL.KANZ,FRACSW,[PAT/KSaMP2 42
— 80 30 FOAMATIAG 4% Z413:,5%1175.2,5%,13,5%¢15) ° : B - 48
LS} SKANY = WUvHER UF F=SD_UTION CELLS IN BEAM
B2 B AND = MUVMEER UF TARGITS PER RESQLUTION CELL ’ T
83 eIPAT = F‘Ol"JwER TQ TYPE JF MEIGHKTING FOR ANTENVA
—- g4 - B - FRAZTBA 2 JOPPLER MTISMATUY REFERZNZED TO RETURN STENAL BAND WIDTH -
83 ° KSAMMZ 3z SAMPLING RATE FOR ANALYS[S OF RgTURNS
- 24 K =3 8 i i - - .
B7 40 Tc 34 A9
- og 2 READIE740) CARD,ZAIN.SATLALGEIN,STN,RCA,AVEAYP - - L]
1) K = 3 53
S5t T e FORMATUAGF4XFF S, 2, 5710, 2F T e e e — e e - —emgg
¢1 541" = LiNEAR GAIN 2F RICEIVER
- 32 *SAT = SATURATION JR CLIOING POINT OF RECEIVER o -
23 OA‘G.l]\' * LOSRTTHMIC GAIN DF RECEIVER
94 YTN = gIGNAL TO NOISE AATIZ FUR mEC2IVER -
$E . RZ4 2 MZIAN VOLTAGE REFLECTION COEFFICIENT AMPL[TUDE
A e e AVEAM? = AVERAGE TETURY AMPLITUDE FOR EXTERNEL TARGETS —— ————
a? GO TP 34 54
-- 98 *3EAT 'PROCESSOR® DATA Carf . o T :
3% 3 READ (9,5V) ZARD,KPROC.NCMANGNAPS KANTy [NCR, LAP, KFIRST,xPaT 55
- 106 50 FORMAT(AS, 4% A3, 3%, 11, 3Xe12,5(5%, (5} C Y-
101 *<PRAC = DETERAMINES [F PIOCESSING WILL BE *FuLy* FOCUS QR *SEMI* FOCUS
32 - T astox STARTING-FIINT DF-FIRSTSUBAPEATHRE—IN-FOLLY TUMPRESSET RETURNS

103 A%APS = NUMBER OF APZRTUSRES N BEAM
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104
105

165757

107
108
1709
110
111

112

113
114
115
116
117
118
119
120
121
122
123
124
125
124
127
128
129

11

231
132
133
134
138
135
137
138
139
140
143
142
143
144
145
146
147
148
149
150

© 191

152
153
1%4

155

T IR AKANG LEsgT T

2 )
— e S{FOINCRLLEGQY T 7T T ABORTUAAY T OO

4B-14=70" " 19.925

90 FORMATIAG.4x:/710.2/(8F10.20)

e KPRESH = NUMBER OF RTA“PS T0 BE SUMMED BEFORE SROCESSING

et T ~ GHECK DATA SETTFORERADRS
? IFf DATA SET 1S DN TAPE SKIP PaRT oF ERROR CHECXKING _

®RANT = MUMBER DOF RESQOLUTION GELLS PER APERTHRE

#INCR = SAVPLING RATZ JF REAMPS(C) e L
“eLAP = NOMGEA 0F FJO.Y CIWPRESSEU REYURNE BVERUABPED 1N ADJATENT aPERTURES

K ¢ 4

G0 To 34 - -

* READ 'APWGTS' OATA CARD
9 READEYIT0) CARD. LAAGTSUI). 121, NARS)

TUTTR 2 4D
GO T¢ 34
s READ YPRESYM® 02110V ZaRD
4 READISiB0) CAHD,<PIESH
B3 FOMAT(AG:4Xsl3)
K =5 Tt T T
GO TC 34
eyAT TAKEN
egCAn 'QUARNTIZE" DATA CARD
S PEAD(5,70) CARC, IOJANT,RANGL»RANG2.XOUANT
7D OFORMATUAS 4%, 15.2(3%F5,2)¢5%s15) . .
L3 KIUANT = VUYBER OF 3173 aVA{LAFLE TD STORE REF FON
s IOUANT = WUMBER OF 31T5 AVAILABLE FOR WDRO DUATNG PROCESSING
eWUMAER DF QUaNITZATION LEVELS = Zwe[JUANT
K =6
GO Tc 34
& FREADISTEQ) CARD,PLIT,NUMPLY
BC FORMATIAGraxXeAS,4XsA%)
¥ 5 7 .
GO Yo 34
7 PBEADISFBO! CARD,PUNCH,PUNTAR
K =8 '
GO T; 34
8 T FERD!5.80) CARD, DUMP
K =9
60 TO 34
8646 DO 99 1=21.LA303T
© T ABORT(I) = D.
$F CONTINUE

1F{SELECT,50.A2) G To &l
IF¢LENGTH, LELD (&aND. SELECT.®WE,POINT) ABORTI) = 1.

- IFCHAXE.EQ:HINA ,AND, SELECTGEQ,CYTLE ;AND. KSAMPD.LE.GIABCRY({Z)wy

IFLPCNUML, 5T PINIMZ TAND: SELECT.EQ.BYCLE) ABORT(I) » 1.
e e R AA S B R
1FEKANZ, LE:D) ABORT(S) = 1.

ST IFEIEAT LEOT © T ABIRT(A) = 1.
TFLKANT , LE. 0 3R, ¥ANT,GT.KaN1) ABIAT(13) = 1, ]
!F(CANGLE;’EU'{C”HASE' +ANDs CAQ.GTT 3514459 .0R. AG.LT.¢(=3 14159

&a0RT(23) = 1,

81 1F4GaIN,LT.0.) ABORT(7) ='4,

[-H]
L.1]

47
73

73
74

75
7B
78
79

80
. B4

34
85
.. B%
89
8%
90
91
94
95
96
gy
108
101
102
103

105

108
111
114

117
120
123
126

T2y

1327

LA



TTTE7YEe 61 Cde-sderdT 19.9757 PaGE 4
""""" 1567 T 7 T IFIBATILYRONY U T TABRRT(B) = 1. 43487 - -
157 IFCALGAIN, LT, D) ABORY(9) = 2, 141 I
Iﬁs—'"'—"“rrlmm.tu O VANDITRIBAINGERTT T - T ABaRY YOV R o T T T ¥ - -
159 1F{STN LE; 0, ABIRT(11) = 1. 147 | . o -
- 1-1/ I TFENAPS.GT-0) 3D To B2 : ) ’ ' 150
161 ABORT(12) = 1. 153
T4z T GO TC B4 7 T - o 154 - =
163 B2 Dp 187 | = Ll»NkpS 155
e £ TTTTTT T AR {ARGTSITY NE L, T B T B T T T T T T T T T T T T T T T e e sy g T T T
145 187 CONTINWE 159 _
o 166 ABCRT(21) = 1. T o 161
167 84 IF{KFIRST LE.O) ABORT(LI5) = 1. 162 o
T 188 T T [F{KPAT,LE. G} K33RTL16Y =2 1, 165
169 TF¢{KPRESM LE. ) ABORY(17) = 1. 168 e,
TTTTTTATD T TTT T UUIFEIQUENTILELO L3R, TOUARTIGT.XEY 7T aBaRTUYRY 53 Tmrmmmt o 2 L
171 IF¢RANGILLT, 0. .JR. RANGZ2,LTH0. .OR. RAN3L1,GT, Rwsz)mamci?; .9, 174 L )
— 17z T TFERCUANT  LELO L IR, XQUANT,GY,38) ABIRT(20) = 1, 117
173 IFENCHANONE.L JAND. NCHAN.NE.Z) ABIRT(22) = 1. 18¢
- 174 IFCTS,NE, A5LY L AND, INDIC,EG¢1) CALL TREADY(INDIC) 183
175 L 186 o e
~APETTTT T T 00 98 1217 LABDRT - v T T T = 487" 7T -
177 98 A T 4 o+ AHJIRTUL} 188 )
T 478 ©OIFCATNE.D,Y S0 TD Pe 198
179 KANTEL = KANL#{ANZ 193 ; -
ST 18 i RANTEL = YUMBER OF TARGETS IN Beawm
181 KSAMPL = 1 194 e
----- 182 0 7 T IR ATSLORELRULT LAND, INDILDINERL)Y CALLTTREADY TINDIC) TTTTOTYTI OO - 185 7 T 7
183 RETUGN 198
-— o 184 9% WRITEIS,1D) TARG(1),SELECT TS, INDICILENGTH,5CCON, MAXA,KSAMPD, HINA. 19%
185 2z FONUMIPPONJM2, CANGLE 4D
- 1k8& WRITE(B,3U) Ta3G(2),XAV1eKANZ. FRACBRAIPAT, K5aMP2 202 -
187 WRITEC(L, 400 TAIG(3),3A1NeSATraALGAIN,STN,2CA, AVEAHNP 205 ~ e
STt O TTTTTT O WRITE(S,53) TAIG(4) L KPROT,NCRAN,NAPSTKANT, INCRLLAASRFIRSY EPIT T T T aps -
189 WRITEC(E, 9uUr TAIGELD)» (AWGTSC(I) . T=3,5APS) 211 _
T 190 WRTTE(G.50) TARGID),KPIESMH b h 217
191 HRTTE(6,7U) TARG(S), IDJANT, RANGL, RANSZPHIUANT 220
- -oa%e S0 HRITE(G,80) TARG(7),PLOTWNUMPLT - - - 553
193 WRITE(8,BU) TARG(B!,PUNLH PUKTAR 226
- — 194 —-ee— - -URTTECA SU) TARGURIiOUNP™ - o T T e — T 229"
193 WRITE(B,6977 A 232
196 — —vEI T ULASNISTISS IF DATA IS UMAZEEPTABLE ~ ™~ - - -
177 499 FORMATE/ /L% F9.0,61H FATAL E¥RORS m‘-nE DETECTED IN THE ABOVE DATA 235
- 198 7= - - RSET, THEY ARE-~ 72 o
199 0o 68 I=1r430RT 235
e g0 T - T~ {F (ABORTCINIELOYBOCTE R T T T T T T e s = 234"
201 42 = 10%l 239 _ i o
- g2 TUTTT oJL o=y = 9 - oo o 24p
203 WRTTE 36,1881 [, IEMESSIKI, K241, J02) o a3
--- - 204 188 FORMATIBH ERROA g , [3, 4K -» ¢ 21048y ~—— - —"r- = — - - T 247 TToTT i
295 88 CONTINUE 247
26 T T WRITE(BS1A5T = 249
297 189  FORMATELHL) 251



e e e e e e R e e e
- 208 7 " T 7 go To £33 7 e T - ) 251 - - i - T
- 208 L END e e -1 - S,
_ 23761 WORDS OF MEMORY USED BY THIS COMPILATION . _ 3 . _ _
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TTTB7928 BL T08-id-¥4 19,784 "
1 SUBROUTINE TREADY (IW)
ST T TTWTTTTTTT T T CENTAY ATYREADY POSYTYANG THE Tibe MW OISC SO THAY Y oMay T T T
3 . HE WRITTEY ON, TWIS MAY INVILVZ COPYING FRONM ONE FILE T0
- - 'l . fS9E CTHZR 0R NO ACTION 4T ALl
5 . IN = 1 17 THIS IS T0 INITIALTZE THE TAPE, OTHERHISE IT
- 6 “e " T IS PUT AT EXND OF TROSE ALAREALRY AN THE TaPE
7 INTEGER TLONG«IT,HT, ®12)
- - g CT T COMMONFCELENG/ TLING, K54, BUMBe JAS 13, [, 1D, 1S, [F Y6, IHe 11, d, INMELAS — & 777
9 COMMON/ [SFACT/YMAXN, NNU, NTL, NKR, NUMB2
- 10 COMMON/PXCH/PCNU4L, PENUME, MAXA M INA, LENGTH, SECON, CANGLE , AG,NTIMES
11 COMMIN/SIGIOM/CANL, KANTEL , AN, NP
12 COMMON/PROZESANARPS  KANT, INCRPLAP
13 COMMON/QPTLON/ALS) W SELECT, 3403 ) _ . I
T TTTT L4 - TCOMMEN ICELL(23) Tt T/ T w ‘
15 DATA RTsWTSFLRST, WL NUM, ONsOFF/2,040.40.40.4.40,/
16 DATA CH.NIL/1.01%/
17 DAYA HAXSET/100000/
N 18 * INITIALLY NRITE INDIZATOR, RI. 1S OFF
19 * REMD TAPE, RT. |S FI_E CODE 2, USER SUPPLIED TarPE
- w2y » WRITE TAPE,WTs 13 TI1.E GUDE 3, LINKED DISC
21 . CW IS INDICATORe INITIALLY ONr 4HICH TELLS {F 1T 1S POSSIALE
2z . T3 4TTE4PT TD WRITE GN THE TAPE, (W IS5 SET OFF IF QURING
23 ] CIPYING FROM TAPE 70 DISC A Dafts SET 15 FOUND THWaT 13
24 " 100 LAR3E FOR AYAILASLE CORE AND I5 THUS IMPOSSIBLE TO CCPY
25 » UNCE THE CW INDICATOR IS SET OFF [T STAYS OFF FGR TWE REST OF THE.
- Z6 [ T 7T T CRUN AND TANY FUTURE ATTEMPT TO WRITE ON THE TAPE 15 IGNDRED
27 . FHE TaPZ ¥aY BE READ a5 USUair <OWEVER,
2B [FECW.EQ4FF} RETUAN
29 '!CH t 0
3G 6o T¢ 10
k! CENTRY TREAD(KsIPAT,KZ,¢,%)
- 32 BT ENT2Y AT TREAD RESUTTSTIN RRBADING DaTA SET kK2 TROM THE ~
33 . TAPE DR AN SRROA MESSAGE STAYINS THAT IT (S NOT ON THE TAPE
- 24 TIFCKZ.LE.U LR, (WI.EQ.0H ,AND.XK2,8TuNuMy) G0 To 80 .
13 1cH = 1
35 100 IFEFIRST.NS.O0,} 30 TC 15 -
37 . SST FILZS FOR EOF RETURN AND REW4IND, IF THIS [5 THE FIRST
~— "33 T e T ENTAY AT TREADY QR TREAD ~ "7 7 77 -t T -
3g CALL FLGEQOF(LsM¢i) B
4 CAUL FLGEOF (2.M{2)) -
41 REWIAD 1
&2 REFIND 2 - -
43 FI1357 ¢ 2/
—e—— - 44 = 15 IFCICHUNESD) GYCTO 28 - T T T T v e T
45 [FLIN,EQ.41 GO T2 24
- 4p . IF WRTTZ INDIZATOR IS ON; ND ACTION IS REQUIRED -
47 17 IFLW[.EQ.UNY RITJRY .
- LI QTHERWISE MUSTY COPY READ FILE T2 WRITE FILE
49 REFIND RT
s m——e g - - REB TR T oo mrmm e e e e i - e
84 HI = W

o Via




TTB7928 617 dB-14=T0 ~ iFipEd T T 77 . e T - T Tt T Upagr T T2 7

Tt oSzt T %p READ(RTY IRUMastITELLCDY.T=l.NALY ' 30 ) T
53 * WHEN WIT £0F WE*RE DONE R e
-7 S TCIFTHIRTILED.OT G697t 2017 TTomrTe T hi)
55 H{RTY = 0 . I . .- . 1 e e
%6 ’ T RETURN T : 40
57 201 LRS = ICELL{4) _ - o 41 _ L R
] i T OIFtLRS.GT MAX) G2 To 26 . 42
5% NUM = INU . —_— e ———— e e
T B COWRTTELMTINUMWLICEL LY W3l .y T T T T T e T oae
61 READIRTY $[CELLCT),I®1,LHS) B e . B2 : ——
- €z T WRITECHTICICELLCT), [*#1,LRS) ) 87
43 GO0 TC 30 ) ) L 82 ~ . B
— 54 T8 cw = QOFF 63
63 = OFF e — e e e B e —— e e————
T g TR O T T aacxspace RT™" T T T T osnT s e 85
67 LRS = MAX = LRS 56 . o -
- 68 . MESSASE T TELL DATA SET Cas NOT 3E WRITTEN ON TAPE axd
&9 " HOW MJC4 TO INCREASE LIMITS TO 3E A8LE TO WRITE ON THE TAPE N o
T 79 ’ WRITE(S:TY) _HS 57
71 79 FOAMATISOA [T #AS (MPOSSIGLE TO WRITe THIS DaTa SeT ON TaPE /o 1 D
—_— 72 U™ 2 62H TO DU ANY WIIT[NG ON TRE TAFE 1®CREASES THE LIMITS BY AT LEAST 77 -
" 73 3 15, 18K MIMIRY LOCATIONS  / ) ) )
74 4 YBH ALL FUTJRZ ATTEXPTS DURING THIS RUN TO WRITE ON THE TAPE ARE
75 SIGNCRED WITH N2 4ESSAGE NRITTEN 1} . . —- -
T T 74 RETUSN 70
77 » HANOLES T&PE INITIaLIZATIOV - — .
7 - — 24 IN =g 7T o T - SooTer mmm s e A T m T Tmmos T ?1"" - -
24 IF{FIRST,ED.2/,) GJ TO B1 72 . _
--—  3p WRITE (8,80} ' 73
81 B0 FORMATILioH seeTAPT INITIALJZATION [NDICATED BUT NOT FIRST SET WRI 77 o
-8z 2TTEN TUIS RUYs THERIEFGRE [NITIALTZATION [GNOREDwss ™ )
53 Ga TG 1? - - .‘7? - - —— it ——— —— - —
e A me Wi GH o o ome e mm el e e e o - g e e
85 WY = 2 7% _
- V) eT = 1 o T T - - T s R 1] - r —
87 NUM & B 81
— ag - - REWIND 1 . . e e e e e e a - 52 —
8% REWINRD 2 83 , .
o —— QB—-7 - --—- — F'-r RST - .- ; . R o e lAmA e e e — e e A — " e W T, b e AETp— | — g e 14 54 — ——— e i o . e %~ R ekt e
%1 RETURN as
s e - ENTRY TWRITE(X,12AT)~ - S - Togg T T T T e
93 s WRITES OATA SET ON TAPE ALREADY POS!TIGNED BY CALL YO TREADY
Comga om0 P (0 EQWOFFY gETyaNT Tt T T c 85 - T/ T -
95 NUM = NUM o+ 4 8%
s QT TTT T 1H2 oz 10 T OIATE XANTELTT T T - m— ST T gy
77 KRTTEINT) NUMaTLONIINUMA - KANTEL.qu.at:uuu. §1
- L 2 PCNUMZaMAXAsMING,LENGTH/SECON'CANGLE, AG.NTIMES, KANL,KaAN2,INCR, - —_ - -~ = -
CE 3 KeSELECT, 1247 )
100 T T T WX =z Q- 1 + KANTEL T Tt - T T R 7 = [ - -
101 WRITE(MT] {[CELL(11,151asIM3) 95 )
QR T TR T TE L8 2T RN — 100 N
103 27 FORMATH39H THIS W#AS WRITTEN 45 TAPE DAYA SET #  ; 15) 103 =



e

T87928 A1 0B-14-%07  19.984 ” PABE 3
.- 104 Ml s oW e s . . . 103 I -
10% RETURN 104
TS ¢ TURT OF REAT PEATTON © — =~ = et b A+ i = e e et e e B e — -
107 ] 15 TILE RSADY TO BE_READ ] _ L . L
R 3 M 20 1FIMILEQLOFFY GO T3 R v ' 105
%9 v IF NQT WRITE EOF ON WRITE FILE AND MAKE [T THE READ FILE } o
- 140 ) REWIKND WY o 108
114 MAXSET = NuyM e [N £ 14 S
—_— i3 — R g - e e — e e e
113 ar = WY ) 111
114 WT = 3 = RT ‘ 132
115 Wl = OFF ] . . 113 . }
ile 70 IF(HMAXSETiLT.K2) G TO S0 114
117 IFe3aNyN,GT, 4%42) 30 TO 71 o o o 11 o e
- 11877 T T5ACK = (NJM =~ K2 + 1)82 o T om o e 124
119 1FtIBACK)Y 21.4%,22 . ) 121
—t T 1ED 22 Do 7z 1 = 1,184C¢ : . 133
171 BACKSPACE 37 ) 123 »
122 72 CONTINUE ’ . 124
123 GO TC 4% — e e e e e e . I - - — . . -
TV L4 7477 RE¥IND AT 127
125 21 READ(RTY LNy ) 128 _
124 » I¥ 20¥, SZT IS NOT ON THE Tars
127 IF(MIRTILNELOD GT TO 150 - . 131 .
128 NUM 3 TNUM 134
129 [FINGM,EQ,K2) 30 TD 44 o F 135 e e e
TTOTTTTA3g READ(RTY 138
133 IFCNUM,ED {K2=1)) 30 TO 45 ) .. 140
132 Go Te 21 © 143
133 44 PACKSPACE RT - } .. 144
134 4% READIRTY NUM,TLOMG,NUMI CANTELrIHZ, PENUML. 145
135 2 PCHUM2s MAXA,MINA,LENGTH,SECOV, CANGLE, AG, NTIMES, KANL, KAN2, o I, . o
s oTTTLls --3  IREA.KsSECECT, IPAT
137 IF{M{RTI . NE.O) GI TQ 150 . . 161
178 Call NIGETLNIMI, TLING, KANTELeS25) 7 7 T ’ 144
139 iH2 = 14+ [HZ - 3 145 .
14 READ(RTT (I0ELL{1Y, I=tlaslH2) ’ ; 156
141 WHITE (6,101) Nu4 171 R . .
It € S 10T CFGQRMAT (294 THIS 1[5 TAPE DATA SET #~ %13y —— " —=~" ~ - TTTTITTTT Oy T T T -
143 » VALRES SEVERATES SINE anD COSINT EFERENCE FUNCTIONS :
T 14k T CAUL CELABFOICILLOTC) fIRELLCITT, ICELLITdY, Q0 ‘ 174 7 i
145 RETURN 1 175 R . _
m— 146 48 BaUKSPACS 37T - : : : - 174
147 NUM sz RUM = 1 177
— o 143——- --------- nETUﬁN’l - ———— e e e ————— e e = —_— e mmmene = e ﬂwl?e - -
149 150 REWIND RT ) . 179 s _
T 130 - TMIRTY & Q o T B o - ' - 184
154 NS & 0 o 181 . -
s 152 80" WRITE(&,47) X2 — T : T - : T 4g2
153 47 FORHATLLOM [aTh SET ,19.2BH DOES NOT APPEAR ON THE TAPE ) 185
e B4 T T T T TRETURN 2 T s et it - S
15% ENTRY THWRAP ) 184



TTTTTA?R28 A1 T84y IR g T T T T s i - - - T opags a
R -1 # T TTT 0 TRRAPTYP RIUTINE TO CLOSETFTILES SO NOTHENG 1S LOST - -
197 TFLFIRST 20,0, RETURN . _AB6 _ . — e ms
ST T TR T T AR ROUTINE ENTERED AT ANCY TFONTT w0 KETYON REQUlReD,T T T T T
159 . UTHERATSE FIND WHERE GOOD INFD 1S {TAPE QR DISC) AND LEAVE o
TTTTT 460 T T eTTTT T T I QN TAPE T T T ) ’
161 REWIKD WT 189 o _
TTT T T asR S 7 REWIND RT T T
183 IF(HILWEQ.QFF) 30 T 88 193
e -7 et § 20 475 o8 - TS W1« Bl e T £ % e X2 Dt e e e——
165 RO Te 85 197 o _
Tt T 486 T g6 T IFERT.EG.1) 30 TD 55 - 198 -
147 [F{MAXSET,EQ.100200) GO TO &9 201 B
st 168 T NUM 2 MAXSET - - "~ 204 -
169 GO TC &7 R AR e e =
T 17T TTUTTTESTREADUL) INUNFCICILLC(TIL TELINILY T T e T 06
171 [FEMeL] RECBY 30 T 167 212 )
Tt g72 TONUM - TNUM - - 215
173 WRITECZ2) NUM LICSLLOE) 1ol NI 218 R .
R T IH2 z ICEL (4} z22
175 READtL) CLCELL{T3s[=1,1KH2) 223 e
e ey Py et T STWRITE(ZYOLCELL [ Y I R T T T T T T T 2ZB - = — -
177 [F ¢wt1).£3.6) GI To 45 233
TTTUTO178 167 RE®IND 2 - 238
179 67 WRITE(6,1U2) NJIM 237
8- 11 ©102 FORMATULOW DATA SET ,14,3BK TS THE LAST NS APPEARING ON THE TAPE: 247
181 59 FIRST = 0, . 240 R
e 182 - Tt Tt RETURN T T T T T T e T T T T T - =T pat AT rememrm
183 END 2472
23749 WORDS OF MEMORY USED BY THIS COMPILATION " i
no
- - — _— - - —- ———— ——— [ — - - O =
\n



TTTTRTIE

il il el e =

R e IR SN P WN)HOONNO\H&VII\J.H

B1 GB=RASTR AR ITTITTIT o mnme e .

SUBRQUTINE STAR2 (CELPHALCELAMP,127)

[l

*THE GRAPH OF THE ameLiToDE 1S TD BE LYCLES OF HIGYS AND LOWS OF
'INCPnASING LENGTH, . -
ENTAY BIGPNT HAMDLES THE PDINT °ATT=RN
INYEGES CrPI1rC2C2
REAL LOW,WEL2HALTIZT)CELAMP(LIT), M, ANGLZ, UR JFIG

DATA STEST,CAIN3H/GACONSTA, 6HCPHASE/

DATA NST,LlST/1792474977,8254937434/

TTTTT seeK = NOMRER OF TTARSGET IEING GENERATED
K=1

#»eNST -~ USED 1N RANDOY YUMBER GENERATOR

RINDOW NUMBEH FJR CAQH TARGET
e SnUsRE RGAT OF IHI SRJARED Two DISTRIBUTION FOR EaACH TARGET

T CORETH /PRIHICOCL IRCR LML LOW, LONT SR TANG L2, INGEETH?TFEf'“ )

° CEL®MA = ARRAY TC CONTAIN PHASE QF TARGETS' )
* 707 T T CEILaM3 = ARALY T CONTAIN AMPLITUDE OF TARGETS
. 127 = NJMIER OF TARSETS TQ BE GCNZRATEDC(EOQUIVALENT T0 TLONG)

sesUdE |5 CNE I+ a¥P_JTUJE IS CONSTaNT, BTWERMWISZ 15 RECALLULATED aS

TTOTTT eaNJ IS TOASTANT PHASE 02 IS RECALCULATED AS Rakpoy PHASE FOR EATH TaRGET

21 NIz ANAL S
22 T e77 LCOP CONTRILS 51IE G7 EACH CYCLE
23 oo 7Y J2-LPollIPIE
24 65 LODP CONTROLS NUVBIR OF CYULES OF EACKH 51z -
23 00 66 JURLHNTIYES
- = 267" #FIG TS COVPININT TF a<PTITUDE. WI ON ONE HALF OF SYOLE, LDW ON OTHER -
27 F18=]
=T Z8 #55 LOIP WHFEN THAVYERSE] INDE, GENERATES ON® Ha f CYCLE &0 777
9 15 ng 55 ®2=1,J2
- - 3c IF(S2.YE.STEST) JRZ=SORTIRMSINSTIMNZERMSINSTI002)
K31 CELAMP(XY=T]58 )RS .
e 32 T IFCCONPHLONEL JANGZ2Y ANJIS (ROM(ISTI=T3766,28 — 7 TTTTT T
33 CELFHAtX)ZANTD
- 34 KzKat - e T T
I8 1IF(K.GT, [#7) GJ 1D BRI
L T 55 COUT[hUE e
37 IF{HILEQ.L3W) 30 T2 155
—= === 38 ctTowCHANGE VALUE O AMPLITUIE ANDT REFEATTSITLOIRT T T o
39 [F(FIG.EJ!LOH] G3 TO &6
- —ag e . e e m e -
41 rﬂ Tc 155
- 42 — T BB ONTINUE - o - - -
43 27 CONTiNUE
———e—— g g =} RETURN T T T T e e e T A e
45 ENTRY BIGHNT (CELPHACELRMP,KAN.[27}
- T o4g » - KA * NJMIER DF TARGETS IN THE aNTENNA
47 - TH1S ENTRY POINT GEXERATES TARGETS FOR THE POINT PATVERN,
- 4 .- NJ“3ER 2F TARZEYS GEMERATED OEPENDS ON THE S1ZE OF ThE ANTENNA  ©
49 . BEING 538G,  THE TARGET 1§ BENERATED SYCH THAT THE FIRST ANTENNA
=1 w LENT T AREALTTERYS TTHEN ~THE  POINT" FOLTUWED BT'ING'FER ANTENYVA
-

L:N"T-( DF ZERDS

THE

FERFNTTIONS=T0 PRODJCE TRO ARRAYSy ONETFOA TA3GEY PHASE AND ONE FOR AMPLITUDE, T — — = 777




TBYe28 §1 g8-14-70 av.belT T B - T T T T - T PAGE 2
52 DETL9Y fad.127 0 0 T T TT T - - - 34 - T - T N
53 CELFHALIY = D, e e S _
— T T B4 T YT TTRECAMPIY 2 BV T TTTTTTTT R T e 16
55 199 CORTINUE ~ 37 — e —- -
T 54 TTOOK B KAN + 1 T - T 3%
57 CELPHALK) = ANGL?Z ~ ~ . a4 _ _
- 58 IF{CONPH.NS, CANG.2Y CELPHA(K) a (RCM{IST)-.5)#5,28 41
59 CELAMPIK] = H| . L
=oTTER TUTTT T ISR KELSTESTITZECAMPEKE T & SORTIRMSINGTYIREIRMS(RSTIee 2y wH 45
51 RETURN _ i . q8 _ R )
42 ENT 40
7 23471 WORDS OF MEMOAY USSD BY THIS COmPILATION
——- o e e e [P — -
=
o — —— - - — - — - — v m— - —— - —— e — . ._4




T 87928 nr 08-14-70  19.993 T TRagr 1

1 SUBRCUTINE LINSAR(CELPHALCELAHP, M} i
TUTTTTTT 2 T UwewFUNCTION=ST0 PRIVICTTES TUTPUT PARMETERS TWN aRRATS, ONE TOA PHASE ang ™~~~ =~ T T T T o
3 *ONE FOR AMPLITUDE:
- S 4 #GRAPH OF AMPLITUDE IS T2 BE LINEAR, THE ENDPQINTS ARE PATAMETERS THROUGH o ) o
5 «COMMDN, FIRST AND LAST, _ .
6 . CZL?HA = ARAAY FOR PHASE 0OF TARSETS
? . CELLM? = ARRAY FOR AMPLITUDE oF TARGEYS — N
—_—rte— gt s T "M oz NJM3IEQ OF TARGETS YSED - - T e T
¢ REAL LASTrCE.PHA[MI CELAMPIM),FIRST 247, 4478
i0 COMHON/BXLH, FlL1(2),FIRST, LAS|.HLZ(Z}.:AV.M?B,NTIMES
11 DATA NST/¥575432159/ ) o
- 1z DATA CONPH_/SHIPHASEY
13 A4T za473 ] e e
T 14 TT T e 0 T A TS LIPS OFTPLOY OF AMPLITUDET 0 T TTTTTmoTTT CooT ~
15 A = {LAST-FIRGTI7F _DATEM=1) : N H ~
""" 16 - CELPEA(L) = 47 3
17 [FXCOMPUL, NE.Cany TELPMATLY o (RCM(NST) -, Gye6,28 i ) q
N H: CELAPPe1) = £135T 7
To19 DO 59 X=2,4 . R e e —— - —-
SESSCTOP00T T T Y CECAMP{KY = SE_AMPYK=1) » & 9
21 IFLCENPHL+ME.CANY 4473 (RCM(4STI-,5)26,2% 10
- 22 CELPHA(KI=A4Y 13
23 99  CONTINUE o o 14
24 RETURN . 16
25 END - U ¥ ) e ———— = -
23647 WIRDS OF MEMORY JSED BY THIS COMPILATION } ~
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i
.

G I £ 0 00~ O AT B 4 N

O
o
'

a

I O (i Lol Cai O Cof Gl G D A0 RJ A A RO AIAY NI PN
F A A AP R R L Al

T = - DIMERSTON CECPIATLYCELAMPILT T - T

SUBRCUTINE EXTARZ(ZELPHALCELAHP,LeX])

CSLPH4 2 ARRAY FQR PHASE OF TARZETS
- GELAM? = ARRAY FOR AMPLITUDE oF TapsETs ~
L : NJM3IER OF TRRGETS USED, HUST BS SUPPLIED ON TARGET NATA
CARD ANT 4UST NOT BE CHANIED IN EXTARG

= w % e

- WITTTIN PROGRAM [X=4)
COMMCN/PROZ/ FILLC2)KSAMPOFILZ(2) 4 KSAUPT KIAHPR,LODPY,FIL3{12)
K544PD = SA¥PLING RATE FOR aVaLYS]S OF TMAGES
K554PT = SAMPLING RATE FOR aNaLYSIS OF TARGETS
T KSA%PR z SaMPLING RATE FOR ANaLYSIS OF RETURNS
Lop?y = 1 WHEN THERES 15 T0 3E AvA_YSIS

ANALYSIS 2F HIS TARGETS, RETURNS &ND TMAGES, SAMPLING RATES
PO HITJRVS AMD [MAGES WOULD TWEN BE REDUIRED AS INRUTS

UN THE DATA C4R05, SAMPLING RaTE FOR THE TARGETS 15 ONE
UNLESS INIREASED BY THE USER 1N EXTaRG

o es s oo RRTw

K23 _ L. e
"DEBUG WRITE SIATEMINT
HWRITE (6.20)
10 FDRMAT (344 THIS 13 OudMr SUBRQUTINE EXTiRG)
*ySER MuST REMOVE PRICZDING FQUR (4) ZARDS WHEN WRITING HIS FROGRAM

ss8TRIS SUBROUTINE 15 _ETT CPEN S0 THAT THE uSzR MAY SUPPLY H1S OWN TasGETS

»THE THO ARRAYS T3 HE SEVEAATED ARE CELESA FOR THE PHaSE QF THE TARGETS
a4ND CELAMP FOR THTZ &M3TITUDE OF THE TARGETS; L' 15 THE NUMBER OF TARGETS
wGPERIFIED IN THZ FITT4 TIELD OF THE SXTARG TARGET DATA CaRD

saTHE EXAMPLE BELOW #0JLD INAUT FIRST alL L PHASES AND THEN L AMPLITUDES
#TROu CARDS :

c K = &
o READI9I45] (CEPAACYYWT & Ly l) L o e e e+ s
T READTSs L5 (SE.AMPUI}LT € 1400

C 15 FOREAT {1uFBed)

oaT SOME FEINT IN THT JR1GRAM THE USER MUST SET THE PARAMETER X EGQUAL TO 4 -

s4L8N, THE USER HMYST NIT CHANGE THE vaLUE aF L (NU¥MBER 0F TARGETS USED)
eFA0W THAT WHICH APPTAIRID ON THE TARSET DaTa cArD

#1F THE USER WIS+ES TO IWPYT TARGETS 3Y CARDS THRGOGH SUBROUTINE EXTARG THESE
s—-— apAT4 CARDS SHOULD BZ LACST DIRECTLY AFYER THE

_RETURN
EnD

23698 NQRDS OF MEMORY USED BY TH1S CoMPILATION

K TZL.S HAIN PROGRAM 1F TWlS 1§ DyMu¥ PROGRAM (Ke3} OR USER

TR USER ¥AY SET LOOPY = & WHIGH WILL RESULT {W SYATISTICAL 7777

“L45T REQUIRED BROGRAW INPUT CaRD™ T~

PaGs

(LN




T87928 pi 0B=14=70 19.996

1 SUBRCUTINE NGET(NUMB, TLONG,KANTEL v}
TTTTo@TTT eT T NBET DDES TWHRZE BASTCTYHINGSY ~F1as¥ {1 caLCcULATES fRE LENGYWS™ &~ = ————
3 a CF SEVERAL ARRAYS, SECOND USING THESE AND OTHERS LENGTHS FOR
4T ARRAYS [T DETERMINES THE EXACY aMOUNT GF CORE NECSSSARY FOR THIS TorTo T -
5 . HaTA SET aNO 1¥ SUFFICIENT CORE 1% AVAILARLE, [F NOT ERROR ARETURN
6 L WSICH A30RTS CURRENT DATA SET, IF ENOUGH CORE 15 AVAILABLE [T - - - -
7 i THEN TA_CJLATES PDINTERS TO ALL ARAAYS To BE USED 1N
- BT T T T HODULE SETARG T Tt T T T s —
v INTEGE® TLONS
10 COMMON/ISPASZ/MAX s UNUSNTL o KA, NYuB2 -~ ' ' . T T
11 CCYMMON/PROCES/ YA2S. (ANT, INCR,LAP
12 T OCCMMONSIGEDY/ KANL  KAND, KANZ, NP - -
13 COMMON/CELENS/ LaNJMA, N4B, TAx 3. 1C, 1D01E, [F, IGoIH, 11+ 1J0[K,ILLIH
T Ti4&eT T - TNs I3, IP TNUMS(10y ot D T e e et
15 COMMON/PXUA/PL.P2,51GMY, SIGML,SIG(S)
R ¥ COMMEN/GPTION/<PRESH, QUAN (ST SELECT IFTLIL3) i ) -
17 COMMONAPRUZ/C{S1LINREF L LENUNG, K2C2)oL00PY,FIL{31), L4 . _
1B DATA CY¥CLE/SHUYC E/
19 . 1,096 = NJW3ER OF TaRGETS USED o o e
T 20 e T : KANTE. = VYUMBER 0OF TARGETS IN'PHYSTCAL BEAM OF ANTENNA
21 NUMB = FLUATINJIMII/FLOAT(INCR) + ,99
¥4 ¢ NU¥B [S KON LENGTH OF ITAMP AND REPHA
23 ENTRY NIGET(4U“B, TLONG.KANTEL.2) L 2 _
24 "10 NUMA 3 NUM3/<{FIE3H H
25 ® NUMA [S AOW LENGTH 0T RTAMPS KND REAMPS ] _ o o e e
T 28 - "7 LENUMC 2 ._ou:mN'rEs_J/rLonxlN - - 1- T T - 3
27 [ LENIND = _ENGTH 0F SEMI COMPRESSED SEAM [INCR ONLY) _ ) _ B
28 LENREF = LENJNZ/ZPIESH 4
28 3 LENET © _ENGTH OF FULLY COMPRESSED BEAM ([NCR AND KPRESH) _
T La = NUMA - _ENRIF ‘
! * Lé = MUMBZR OF IMAGES TO 95 SENIRATED, LENGTH_OF AMAP AND aMaPS _
- - TTUTNRT [FIN(FLOATLLRN2AKANT ) /FLCAT(TNCRY + 997 /KPRESH T e
13 * NP = _ENGTH DF EACH SU9APERTUAE (FULLY COMPRESSEM)
14 . NUMIER IF ARRAYS OF EACH LENDTH e
M NUMEZ = MAX - (Z2#(_ENREF + TLONG + VyMB) + MAXO(2e(NUMB + KANTEL), 7
38 T2 28[NJMA + _4) + ZaypP))
37 . NJuIZ = AMQUNT OF SUAPLUS ToMHOY FOR THIS SET - s e - — [,
T ¥ T e ’ MAX Tz AMQINTTOF COMMON AVATLABLE e T h o
39 TFENGMB2.LT,0) RETURY 1 , 3 o o
- 45 " e CALZULATE POINTERS TO 3£ USED Iv SETARG AND ELSEWHERE i
LR ¢ [} 1S POINTER T4 SINANG, LENBTW LENAEF o o o L
ST 42 1T = 4 ’ 11
a3 » [J 1§ POINTER T3 CISAN3, LEKBTH LENIEF o _ N
—ag T TJ® T « LEVREF T — B — i3
45 s la zs FOINTER T9 CILPHA, LENGTW TLONG ) ] . _
e ‘6 [& = jJ + LENAREF ' ’ o i B B
47 s [B ]S POINTER TO CILAMP, LENGTH TLONG R ] o
LY - 18 = (& * TLONS - — T I T4 T T -
49 * 1D IS POINTER TQ REAYP, LENGTH NUM2
T BT T T 10 1B ¢ TLONG - Tt —is

51 e 1E IS5 POINTER TO RSPWA, LENGTH NUMB



TTTRGel g1 08-1s5F0 1§

eem gy s YR R ID FORQMET T T T e L v gg - —
53 e IF IS POINTER TO REZAYPS, NOW LENGTH NUMBs LATER COMPRESSED TO LENGTH NUMA .
ey e v e TP =IECRCNYMR T T T T T T T T T T T T s e e e i3

55 s 15 IS POINTER TQ RZIAMPCZ, NOW LENGTH NU4Bs LATES COMPRESSED TO LERGTH NuWa_ = _ e

T S ST 1B = IF . NyuB T ‘ Co - 18
57 s 14 IS POINTER T2 W3T1, LENGTH WKANTEL

Y} - IH = 6 + Ny o :
5% s I 15 POINTER TO ANTIHA, LENGT® XANTEL S e
g0 T T TTIC =TIM e TKANTELT T T T T T T 29
61 ® SET LI02Y = 4 IF STATISTICAL ANALYSIS OF TARGETS AND IMAGES
62 . IS 10 BZ PEAFQRMED e ’ e
63 “LOOPY = 0 o o ) o2 e
64 - 1F{SIGMM.ED, 5I3HL ,aND, SELECT.EQ.CYSLE)Y LUOOPY =2 g 22
45 RETURN 25

"

B 4 T, e L . . eI R 1 —_
23727 WORDS OF MEMORY USED BY TWIS COMPILATION T T I : T rm o T
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87928 01 0B-14-70 19,799

1 SUBROUTINE ANTENE (CELPHA,CELAMP,REAMPS,REAMPC, ANTPHA . REAMP,

- - 2 T~ T TTREPHELWGT, I75JT7,.TLONGF [PAYERINENG, ToSANGY T

3 » 'HIS FOJTINE SIMULATES & RADAR ANTENNA
- T g [ B IT FIRSY TALCULATES A PHASE ASSOCTATED WITH EACH TARGETS
5 . LN THI 3EAM (ANTPHA), USTNG THIS [T CALCULATES TKE SINE AND
TTTTTT 4 T e TTTTTT T LOUSINE AEFERENCE FUNCTIONS TD Bc USED IN IMaGING THE RETURNS, IT
7 . PHEN CALLS & SUBADUTINE WHICH ASSIGNS 4 WEIGHTING VaLUE TD
TTTTTTUTTR T T T U UERD M OPOSITION {TARGET IV THE BIAM, TUSTNG THIS WEISTHING
[} 3 FCNy THZ ANTENNA PHKASE, THE TARGET AMPLITUDNE, AND THE TARGET
o 1 L T PHASE IT CalLCULATES 4 PalR OF RETURNS (SINE AND COSINE)
11 . *OR CIRTAIN POSITIOVS OF THE ANTEUNA ACCORDING TO THE
TTTTTT AR ®TT Tt SaMALINS FATE (INTRY,
13 8 PHEN JSING THESE TWD RETUANS 1T CALDULATES THE RETYRN L —
TTTTTTNLETTT T T T U TT AMPLITUDE (REAMPY aND RETURN PHASET IREFHAY. T T S S s e
15 . CELOHA = TARGIT PHASE
TTUT s T « T T OUELAMI = TARGET AMFLITUDE
17 . RE4MPS = SINE CHANNEL OF RETURN
TUTT T 48 . HZg%PZ = 205[NE CHANVNEL OF RETUIN
5 s ANTRHA = ANTEWNA PHASE
—_—t— 20 7 TeTT T T REAUP = RETUQN‘ Ap—;;’L]TUng T T T T mmmmmemmmm e T o e -
214 ® RZPAA = RSZTURN PHASE
Tttt 22 Ll W3T = PRACIESSOR WELGHTING FUNCTION .
23 ¢ JP oz ZOJIVALENT TD XanTEL -
T 24 * J57 = NIMIER OF RESTURNS TD BE GINERATED
25 ® oowNG = NJYIER OF TaRGETS
25 T Ta T Tt 2%z SE_ESTS ANTENNA WETBHTINGTYUNCTIONTTOOBE USERTT 0 0 TT
27 ® ST9ANS = SINE REFEREHCE FUNCTION .
-~ 23 ® - LISANS = DOSINE AREFERENCE FUNCTION -
: 29 INTEGER TLONG
‘‘‘‘ T © " DIMENSION CE_AMP(T_ONG),CELPHA(TLING),REAMPSTJUST I, REAMPI(JST Y,
31 2 ANTPHA(UT}.REAM3(JS7). ar-pmc.lsn.wuru?!.smwstn COSANG (L)
me——ce= 300 Cor s COMMENTOPTION/XPIESM, KP (&) FRACIWFIL{IZY — " ~ T o — e e ——
13 #Y3 = NUMEER QF TAAGSTS PER SESJLUTION CELL
- 34 eNi = NUMBER DF FESTLUTIAN CELLS 1Y PHYSICHEL BZaM B
35 COMMCNASIEEQ™Y N1, $AMTEL.NT, NP
. 7. T COQMMON/PRUCES/VASS  KANT, INCReLAP oo
37 sRXAKTEL = Wu43w® 2F TARSETS {N BLAM
- 38 - —wekNTEL = KUHIZH OF IESOCUTION ELEMERTS t4- deaw - - e
ig AMTEL = MY
T A - *CONST AND FACS = CONSTANTS USPED TD CALCULATE aNTPHA s Sm
4l #30TH ARE FUNGTIONS JF T4E NUMBER u? ANTENKA RES CELLS aND_ ‘rsrs;ae: CELL
s oo 47 - CONMST = 3 L14199/8NTEL - e - - e e
a3 ANKAKN £ N3 3
-4 — === FACS = =ANTEL /2517712 ANRAN Y — - - —m s e e halade T
45 e 0CP CALCLLATEY ANTPH4 2F EACH ELEMENT OF AMTEZNYa
T oc 48T ¢ T eANTEEKR 13 FUNCSTION OF NUMBER DF AVTENNA ELEMEVTS AND POSITION IN BEAM T 7 T C
47 DO &6 M = 1,<ANTEL 5
e e 4B - ——Al = M ‘ - I, - e e e e e e g
49 ANTPHAYM) & CONSTa{FACT o AJFANKAN)weZ 7
Q- -—— —$L—CONTINUE— -

51 . THIS ENTRY,EALREF, IS USED BY TWE TAPE 10 ROUTINE TO CALTULATE



T 87928 01 " 0B-L4=70 © i9.99% PAGE 2
T 52T e © T 7 TUNLY THE SINETAND COSINE REFERENCE STN, THE OTHER ARRAYS, oo T T
53 . INCLUDING ANTPMA, HEVING ALREADY BEEN READ_IN FROM TAPE, _
547 CTENTRYT CALREFCANTAHA S INANG COSANGe I 19
55 ANKAN = N3 . 7 _ i ] o 10 o .
BT T T OANTEL £ N1 ’ i1
a7 AhA = T1,~ANTE, eANTAN /2y } L o i L ) 12 e .
sg T 12 ] KHCR'KPRI:SH 13
29 R ¢ S .
e *—“—*DD 55 MeliRRNTELR1E — — 70 o T 15
61 RE M -1 . -
62 e FRAZBA = DOPPLER MISMATCH REFERSNCED 10 RETURN SIGNaL BAND WIDTH
83 TEMP = (AAA » R)/ANKANGFRACEW#4, 28318 « ANTPHACM) " 17 . L.
- -ga . te ey T . 1
65 - SINE aND UOSIME REFERENCE FCN TD 8E USED IN_PROCESSING OF RETURNS —— — e e e
s 86 T TTTT CSINAKGUI) = SINTTEWEY T 19 :
67 COSARGEL) = COS(TEuP) ) 20 o R
= &8 55 CONTINUE - 21
89 L THIS IETURN IS TAMEN ]7 ENTRY W4S MADE AT CALREF WITH J7 = 9 ~ :
79 IF{J7,EQ.0) RETUIN 23
71 . UINIRATE ANTEWNA WETGHTING FUNCTION ) o o . e
2 T T CALL WOTFUN (W3T,KANTEL,IPAT) T - 26
73 KaN & 1 ) 27
7a - K3 = KANTEL + 1 78
75 . LOQP TD CALCULATE ONE PAIR DF RETUR%S ;
76 0o 99 J = 1,97 29
17 1 J3 = INE TARGET PAST LEADING EDGE 0F BEAM . e e e =
g T U3 = U-LpelNCE . T T T TT o 2p
79 IFEJ3.6T. TLING & L) KAN = J3 = TLONG 3
BO . L3 _EADIN3 EDSE PAST TARGETS. |7 S0 EFFECTIVELY CUT OFF FRONT END
B1 s UF JEdM THAT 18 PAST TARGETS{1T CONTRIBUTES NOTHING) . )
T B2 160 REAMPETJY = 0.0 . 4
83 REAMFSTJ) = 0.0 .. 3
—— T 34 T TaT T T LDQ? 5045 AL "TARGETS AS SETV BV ofxM IN CURRENT POSITION:’
a5 e EACH TARGET 1§ WEIGHTED ACCOROING To IT5 POSITION {N THE BEaM i
L - DO 83 K = KAN,KANTEL 36
87 K24 = J3 =« 7 i N
B3 L ; K24 RANSES OVER TARGETS SEEN AY Bgad .
A9 K28 = K3 - K U ™ L SO
TR0 T e TUT © 77 Ke2o RanNiIES OVER POSITIDNS T (TARAETSY [N THE BEaM
?1 THETA = ANTP4A(KZB) + CELPHAIKZA} R 3 . B _
92 o REAHPCEU) = RELMACCY) v CELAMPIN2A)SBOS(THETAIRWGT (K28) 40
23 REAMPS(J) = REAMPS(J} + CELAYP(X2AIISIN(THETA)SWGTIK2B) o 41 e N
- -7 g4 ¢ T IFfKZALEQ, 1) GO TD %8 42
?5 88 CONTINWE 45
e gE T T U - © QSR THE HALVET TUGET WHOLETRET{QN T T T T TeITm T memes e -
97 98 REAMP(J) 7 SIHTIREAMPS[J)e®#2 + REAMPG{JIwn2} ) } 47 o }
SR T et IFCREAMPC(J)LED. D, Y GO To 97 ’ e : 48
99 . FUNCTION  ATANZ 1S THE ARS TANGENT FUNGTION L e
TrT 108 TT 7 T REPHAUYY = ATANZ (BIAMES(J).REANPCCJ)] T o 11
101 6o T 99 -
T 0T e T T T T CTHE TSIGN T FURCTIOR TS DEFINEDTAS TUE SIGNTOF ARGZ TIMES TRE™
103 . ABSOLUTE VALUE OF ARG1



tae

9—-—— ——— it s e s - a s — e e v b — & e e s - s gen an e a4 p——— o —— e e—

PAGZE 3

TTTTTa?92R oiT pB=1d4-F0 T 19,09

7T 104 T 977 REFHALJ) = SIGN{Y1,37,/REARPS(J}Y ~ tT ’ i T 53
193 . 1IF REAM?C 1S ZERD REPHA BETOMES +1.%7 OR -1.57 DEPENDING

TTTTOTTLUS T W T T O THE SIONTOFCRERMPS T T T T - T
197 99 CoNTINUE 54

-~ ipg S - RETURN - . B - - . T g
109 END 57

23717 WQADS OF MEMORY USED BY THIS COMPILATION
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1 SUBROQUYINE WETFCN (WET,NZ,IPKT)
- ¢ ¥ S NI TROITING TEAREFATEY A WETGHTING FUNCTTGN "(WE?i "oF TENGTH
3 . N2 ACCOIDING TO PATTERY SELECTED 9Y VaLUE OF IPaT
I T THGT = ARAY QF WEIGHTS TO BE GENERATED
] * 1P4T = P4TTERN SELECTOR FOR WEISHT FUNCTION B __
o e 7T DIMERSION M3TINZ)
7 . AxDAT = NUMBER OF WEIGHTING FUNCTIONS AVAILABLE IN
T T TTE T 7w - STECV (USED FOR BRYOR CHEOSWKING» 777
Y . n SRISENT 1T [S TwWo, IF USSR ADDS H1S OWN FUNCTIONS HE MUST
I §1] L CORREZT THE VALUE OF MAXPAT
11 DATA MAXPAT/2/ e
—-- iz~ PFLIPAT LE.MAXPAT)Y GO To 100
13 WRITE(8,9Y) [FAT S |
"""" TTTIETTTTTUUTURETTTORMAT “trs1ad sNIN-FRTAL ERRORSTT 44 7
15 2 3EH WEIGHTING PATTERN SPECIFICATION OF r13, 6BH 1S GREATER THawN R
T 16 T T 3 NUMSBER QF JPTLONS, CCNSTANT HEIGHT 8F 1. [S aSSUxsp /770
17 G0 Te 1 L
—TTTT 1 100 GO 7O 1L+253)21PAT -
19 1 NG 101 I=zlenN2 _ S
TTTTT OO0 TUTTITTT UMY 7 I 10
24 101 CONTINYE i _ - - 11
- 22 v " RETURN 13
23 2 SIZE = N2 = 1 _ 14
T 24 KALF = SIZE/S2. +74, _‘ -7 15
25 D0 102 1 = 1.N2 . . __ 16
________ pgs —— w —pfro g o i e e e i
27 WGTIL) = (3152 « ,583#C08(3,14159# (AL HALFI/S]IZE) 18
- 28 TTT 102 COMTINUE omm o o T e T 19
29 RETURN L ~ o 21
—- - 35 - — 3 CONTINUE e e e e I i
1 . THE USER MaAY HRITE WIS OWN WETGHTING FUNCTION AND PLACE
e N e - ©T 1t HERETTCHE AT THEN ATTESS™TT BY INFUTTING THE VALUE J FOR TTFAT ~
33 s OR WPAT tHE MUST ALSC CHANIE MAXPAYT IN DATA STATEMENT ABOVE)
- - 34 =  RETURN - 23"
is . LF THE JSER WISHES TO ADD MORE THAN ONE FUNCTION HE mMaAY
35 s = 03 50 BY WAKING THE FOLLCWING CHANGES
17 s 1) CHANSE VALUE OF MAXPAT TR DATA STANEMENT T0 AGREE WITH
- 3§ e TS S SNYMZERCOFPFUNTTIONS NOW RAVETLRBLE T T T e e
3g ] 2y CHANSE STATEMENT LAdELED 100 To 4AVE AS MANY ARGUMENTS a8
- — 47 - g—=me— ==« [HERE ARE FUNCTIONSY THE ARGUMSINTS ADDED WILL BE THE STATEMENT ™
4y . NyM3EAG OF WHERSD EACH FUNSTION SESINS
——e= 4P - e e—— - 4 HRITEZ THE FUNCTION DESIREDy THZ FIRST STATEMENT OF WHICH -
43 P MUST ZQNTAIN & LABEL WHICH &PPEARS IN THE COMPUTED 50 TO
R QF-STATSMENT 100 -AND-THE LAST STETEMENT RMUST BE A RETURN ~ "~ — "~
4% . TO ACCESS THE NAW WEIGHTING FUNSTLON TNPUT AS THE WEIGHTING
= Mg~ - ommm—— e == - NUM3E® THI- POSI{TION OF THE LABEL: OF THE FUNCTION IN THE COMPUTED
47 . GI TO STATEMENT 208 .
-_— - _— 4)3 . * - —_— — - - —— - - o — ———
49 ’ IF USER WISHES T0 INPUT HE!GHTS V[A CARBS ON THE SYSTEM
—_— * PO FILET 0% THESE TARDS SHOULD COME AFTER THE TAST
91 * HEQUIREQ 2ROGRAM DATA CARD AND AFTER ANY CARDS THAT WILL BE




87928 "F1  0BTI4-FCT TR9.B02” T T T T oo T s T Tt T T T T Eags . 2 T
T T 5% TaTTTTTUT T T OTTINROT BY SUBROUTINE EXTaRE, [F USEA [NPUTS TARGETS BY CARDS. Tttt/ T«
: 53 * e __"IIF__‘NRDS LRE TQ BS READ FDR_EOI_H___THEA ANTENNA AND REFERENCE -
e g g T TTUTTEUNCTIOV WETGHTING THE 0RBER SHI(LD BE ~= EXTARG TARGETS.

55 . _. ANTENVA WIIGHTS REFERENCE FYNCTION WEIGHYS o i _

- == 5 L 24
T 23509 KoRD$ DF MEMORY USED BY THIS COMPILATION - o -
l - - - . ——
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SUBRCLTINE CORDM®

i [

27 T TROUTINE T3 GUTeUT ARRAYS USED {1V cURRENT TATA S8BT

3 . SUMMARY 0F DATA SET OUTPUT AT ENTRY POINT QUT2 ) _ - e

Pl . - ONE ARRAY AT & TIME MaY BE DUTPUT AT ENTRY POINT SNaP

5 INTEGER TLONS o

& DIMENSION LEN{L1S) ,ANAME (A5, HEADCI )+ 4ARAYLL), T (4}

7 COMMECN CELLCL? ) e e

: I TOMMONFCELENGA TLONS, NUYa o HUMB. TUUMBT26Y ©

9 COYMON/STLZOM/ CANL, KANTEL , CAND, VP _ )

1¢ COMHMCNA/RECEIV/ GAIY,SAT,ALGAIN,STN

11 COMMGN/PROTES/ NAPS,KANTINCR,LAP _ i ) o
12 COMHCN/DPTION/ KARISM, IDUANTPRANGL, RANG2,PLOYT, PUNCH, SEL,FRACEW,

13 2 MUMPLT, RIUANT, <PAT,CORE, NCKAN, PUNTARYRCA, AVEAHP,FIL4) e _ e e e
T4 T R CMMONJPROZ2 XFIRIT L KAROCAKSaMP D, LENREF LENUNS TR T LT L H

15 COMMCN/APERT I/ 4W3TS (100 - -

16 DATA YES NALL/3HYES,3MALL/

17 DATA [TCIJ.1=1,4) FEHTAKEN 6% P6RNDT TA L GHXEN !

18 . MJSZ = VY4pER DF ARRAYS TO BE OyTeuT

19 DATA MUSEZ13/ ) _ o e e
20 # TITLES JF ARRAYS QUTRUT

21 DATA (ANAME{[}rl=1.3%:337 o )

22 1 18HSINE HEF. 7OV, »18HCDSINE REF. FLN, f

23 2 13HTARGE! F4ASE JLBHTARGET AMPLITUDE o .

4 3 tAWEETURN AMPLITUIE r 1BEWRETURN PHASE .

25 4 1INRETYAN AvPISIND) » 1BRAETURN &MPCZOSINE) . e L _
26 0 T T 5 {BHFRACESSQR WET TCN T T i8HINTH W5T ReF Fengg S, T T T oo o ommm —* e
27 6 19HINTR WBT REF FIN/C P LAAFINAL IMAGE f ) a 5

B 7 LBHIMLGE FOR _AST 4F I

z9 . A30VE DAT4 STATEMENT DEFINES TITLES TD HE CUTPUT AY TOP OF EACH R )

30 T ARRAY ’

31 s $ET U3 ARIAY OF LENGTHS OF BACH ARRAY o e
32 T TULEN(3) s LENIET T T S

33 LEN(2) = LENRET L . . 2 L

34 LEN(IY = [.0NG T 3

35 LEM(4Y = TLONG e R __ 4 . .

38 LEN(S Y = NgM3 5

3? LEﬂ‘é') = NJHE - - e aeeam o mma m e s — — — - —— - —a— 6‘-“ — L 1 — g o ¢ 5 - - ———
I3TOTTTUTTIT LEN7Y T NUHA Tt T T 7

3% LENMCRT = NuMmd o _ . . & _ _ _ — - .
49 LEN{§Y = N? h o7 ]

41 LENE10) = NP N . L 10 o o

42 LEN¢12y = yp 7 7 " ST T T 11

43 LENt12) = w4 — . o e n - 2 o e
44 T TTTULERI13V L4 T 13

45 WRITE(S,1W) i L L - B 14 e

L1 10 FOAMATI27HLCORE DUYP OF "RLL CORE USED s/} 16

97 gz22 = 0 [ S L _ 16 . _
45 T DO 99 I o= 3, MUSE ' ) 17

49 J2 = 3 R 18 _
Sg-TTT T Jr 2 oJR ~2 T T - )

51 HRTTE(E, 20) (ANAME(KI,KEJL,J2),LENCDY . . ... .. . =0 e

152



T TB7uesTeL Tof-L4:¥%p T 26,003 C T s e - - - PAGE
T %2 TR0 FORMATO/ZIX, 3R5, 10X, RPHLERGYW ¥ 7 16227 770 0 T T 26 T
53 J11 = J22 + 12 .26 -
TTTRmTTYS4 TUUT O tTTTTRR R "Ji‘.(""‘LE\WT) =TT - - e A
55 WATTECG,30) (USLL G4, K=S81s J22) 28
36 T30 FORMAT [1X,10F12.3) - Cor T 13 - T
57 9% CONTINUE 33 - -
- -1 - * HETURN T ’ T - - N 15 - -
59 ENTRY SNAR (AHIAY, -EAD,LONS) I
TTeRTTTT R T T T Tt TENTRYTPIINTTTO DUTPUT ONE ARRAY WITW MEAMING ™~~~ ——— ~"—— - T
51 s R2RAY = AIRAY TO BE OUTPUT _
-— g2 TR o © HEAD = THIEE «0HD LITEAAL FOR HEADING {MUST BE EXACTLY 3 WOADS)
63 . LONG = _ENGTH DF ARRAY o
- 64 T WRITE(B,20) (HEAJ()»KE1a3),LONG T - T - 36
65 WRITE(6, 30} (AARAY(K),X=3,L0ONG? o L . 47 e
TTT U 6é T TTRETURN T - T T n T m a7
67 ENTRY DUT2il2AT) . 48 R
T 48 LI ENTRY PIINT QUT2 OUTPUTS & SUMMaRY OF THE CURRENT DATA SET
69 WRITECH,110) KANL, {ANZ KANTEL .FRACOH,IPAT a8 o
T 110 FORMAT (A/224 anTENNA SPECIFSCATION s/ 51
71 2 49H NUM3ER JF RISULUTION CELLS N 9EA4 OF ANTENNA = iS5, o e
T OV CTT T BAP YUMBER DT TARGETS PER RFESOLUTION TELL = ST -
- 73 4 47H TQTay NUMBIR OF TARGETS 1N THE ANTENNA BEaM = -7
ST T 74 S S9H DOPPLIR MISMATCH RESERENCED TO RETUIN SIGNAL BAND W[DTH = i
7 6 FS5,27 214 AEIGATING FUNCTION # ,I3«24H WAS USED ON THE ANTENNA)
It F S : T WRTTE(6,123) GAIN,SAT,8LGAINSSTY.RLA 51
77 120 FQRMaT (/7234 IEZEIVER SPECIFICATION v 54
vm—— 7 - —eg T 38H GAMN OF RICEZIVER DVER LINEAD RANGE 2 - Y A T T T
79 3 ITH MAXIMJM MAGNITUDE 0OF LINEAR RANGE = JF7.27 R
ag T 4 47K GATM JF RECIIVER DVER LOGRITH™IZ RANGE 2 L,F6.2/777 ;
L5 S 25H STGNAL TOQ NJI[SE RATIO = JFB. 27 o B
— " EZ K 4N MEAN VOUTAGZ JEFLECTION COEFFICIENT AMPLITUDE = ,Fé§.27
83 HRITEL6,1390) K2RIC.NCHANSNAPS, KFIRST» Kwr.'nn t INCR/ NP KPAT LT
————--=f4 == - I3FORMATIS/ 24H PRICISSOR SPECTIFTTATIONT : = T ome gy e s e
35 2 22H TYPE OF PRBTESSING 3 L A4, 8H FQGUSED ’
-~ 88 - 2 41H NUMIER OF CHANRNELS USED IN PROTESSING = . [1/ ° - - e —
87 7 48K KUMIEA JF APEITIRES TO 9F USTD IN PROCESSING = 13/
- Ba - 3 634 THE FIRST AEITURE STARTS WITH FULLY COMPRESSED RETURN NUYBER® s - -
8% 3 14/
———— = Gf o o —— —= -3 qAN SZEOF EACY APERTURE(RESOLUTIOY CELLST =— " t85y  —— — - "t Tem T e
o1 4 5TH OVERLAP SsTWECZN ADJACENT APERTJARES (RESOLUTION CELLS) =, 13/
- 92 - © 5 g3H KUMBER JF TARIETS INCREMENTED PER RETUAY (ANALOGOUS TR PRFY) = = ~77 " A
3 z + 137
- - %4 - -t XOH ONUM3IER JF RETURNS 1% EACH APERTURE = J15, T - S e e
95 ? 21y WEIGHTING FINSYION & .13.52H wAs uSnn UN THE RE$EREN5E FUNCTI
——— e == RO OF BACH- APERTYRE P T -
57 HRTTE(&:4145) (4Ww3TSCl) 181+ NAPS) a7
-+ =~ BB - — 145 -FQRMATL//484 WI15HTS FOR EACH SUBAPERTURE® KRE AS FOLLOWS =77 ¢/ T T h2 cToT
P9 2 (1x.4UFL0. 20 .
- - 160 - — — - [FCKPRESM LEILY S0TO t483 0 -7 - Co T T T T &2 v T
101 WRTITE(4,190) KPRZSH &5
108 —— ~140— FORMAT 1/ 7 29H-THE PAERPOPTTON #4S THXENT 63

102 2 1%, 135384 RETURNS WERE SUMMED SEFORE PRICSSSINGY



67938741 08-14=%0 20,003 PAGE 3

T S G0 Tp 161 T i —mmmeemmmmee—e e e me e [ e
105 141 WRITE (4,150} . 59
**‘wr"'*"" 150 FONHRT (7 3I2H TAETERESUN JPTIOW WES N9V TAkEN]T 71
107 161 IFEICUANT,EQ. 34y GI To 171 ) L 7y ) o B
108 g = ZHIQJHT - o - - o - 74 T T
108 WRITECS:+ 31707 I3UANT.[0.RANG1PRANGE 75
110 TL70  FOAMATY// 434 THI JUANTIIE OPTION FDR RETURNS WAS TAKEN  / o T R oo i,/ T
111 2 5TH NuM3ER OF BITS AVAILABLE 70 STORE QUANTIZED VALUE » ., [%/ ~
L2 T T T TR O32H NuM3ER OF QUANTTZATIONTTDEVELS £ T wlins T T T T T o s e T e e e
113 4 37W LOWE® LIMIT CF OQUANTIZATION RANZE = ,F7,2/ ~ _ o ) _
T o114 T4 374 UPPEH LIMIT OF QUANTIZATION RANSE = ,F7.2%
115 60 Tp 175 . .- I - . L S P
Y 171 WRITE{g§,180) 7%
117 180 FORMATY// 598 THE JUANTIZATION DPTIOM FO3 RETURNS WAS_NOY TAXEN Y B3
TTALE T OTTTLTE T IFIKCUBNTREDVIAY G To 17A” 81
119 10 = 2esKUJANT ‘ ) 7 84 B _ __
120 ’ KRITE(S, 1473 KIULNT,TO as
121 177 FORMATXSIM THE QJANTIZATION OPYION FOR TWug REFERENCE FUNCTION Was a3 . o B
122 2TaKEN  #
123 3 53K NUMAER OF BITS AVAILABLE TO STORE QUaNTIZED VaLUE = 137 . . e e ———— e —
TAZE T T TT 4 12 NUMBESR OF QUANTIZATION LEVELS s o (10}
125 G0 T¢ 182 . . BB _
126 178 WRITE t4.179 ’ A9
127 179 FORMATUS6H THE @JANTIZATICN DPTION FOR T4E REFERENCE FUNCTICN WaAS 91 e } .
128~ ZNDT TAMEN )
129 152  17&PL0T. \=.¥:SJ GG TO 172 o - S
130 _ - CN2? - I T T e e e m— g4
131 IF{NAPS.E0.1 «IR. NUMPLT,NE,NALLI GD To 18% I _ i
T 137 N27 = KAFS + 1 - T ’ ’ 98
133 189 WRTTE(6,1¥0) N27 99 B
134 - 199 FORMATI//27H THE pLDT OpTYION WAS TAKENy 1%,39H PAGE{S) WERE pLOTT 102
13% _2FD FCR THIS DATA ST ] N . = ‘ ——
-— 13p - PR GO°TE 1917 . — e en et A T T m——— v © % irn e awiimm f % ek Sl aech = -_132 AT NSNS e S S I e b S =
137 172 WRITE(S.2U0) 1023
— 138 200 FORMATE//7308 THE PLCT OPYION WAS NOT THKENY & ’ e - B -7
139 191 % = 3 109 L . _ .
e~ 32g - - Wor 3 . . R . - N R S .
141 IFEPUNCH, BT, YESY N = 1 107
~v 14y T T YT IFCPUNTAREQVYSE) £ ETLTTCT T T oem mmemm e e e e 10
143 WRITE(S,240) rw).rlmu-nx: Tir+) N oy e _
" 454 220 FORHATY /294 THE ]443E PunCH OPTION wAd ,z487 ~°° 777 7 7 T 118 i
145 2 25% THE TARGET PJUNCH QRTION WAS +248) h L o L
~ 146 K s 3 e s el .. . 116
147 IF¢COREEQ.YES) o 2 1 . ) 117
TLABTTTT T T T TTUWRITE{8,280) TKIY(KRLYT T 7 T omommTmem s o 120
149 230 FORMATUL//25H THE CORE DUMP GPTION WAS 244} N N o123 B . B .
T 1%0 '"'211"'PE?URN ' T : - 123
151 P A P - . . 12‘

?3678 H‘ORDS DF HEHOR\' USEU By THIS CUHPIEAHON
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PaGE i
1 SUBROUTINE NOISY(REAMP, REPHAPREAMPS REAMIC, ANTPHA, NGT1, NYUMS, . . R —_
- - S TTRINTEC CELPREY T T T o T o
3 * FUNCTION 3F THIS ROUTINE 15 TQ DD NOCISE TO THE RETURM _ _
e e T T A4P_ITUSE AND APPLY LINEAR AND L_OGRITHMIC GAIN, IF ANY,
5 . MOLSE 15 4LWAYS ADDED 10 THS RE&MP UNLESS THE SIGNAL YO NOISE
& o T 7 HATIOD (STy) = 999,99 ’
7 . 17 N0 LINZAR OF LDGRITAMIC GALIMN IS TO BE ADDED_ Gdiw = 1. e
T g T T ETTTITTTOTTT T OSAY 2§39, aNDUALGHIN =274, T I -
] » ALL NO[SE AND GAIN IS5 aDDED T8 THE ONE SIGNAL, RETURN AMPLITUDE, - -
- 10 N TWIS S13NEL 15 THEN SPLIT IN TH) FOT FORM THE SINE AND
11 » COSINT 4A.VES OF TWE SIGNAL .
12 DIMEASTON REAMA(NUYEY, REPHA(NUKE) 2 REAYPS(NYMI ), REAMPC (NUMBY
3 2 PANTIHACKANTEL Y MOTLEXANTEL) L CELPHACL)Y e e e e
. ¥ S T T COMMCNZRECEL VY GALN,SAT,ALGAIN.STN
15 COMMON/QPTION/A(A),SELECY,BU7)1RCA,aVEAHD, 0204 _ ; -
- 16 COMMON/PXLHAZ(2), 8TGYA, SHORT D OONAMRCONPNA,EI2)
17 COMMON/PROZ2/AY{4), EVUNC+AT, KSAMPZ,LODRY,FEL{L2) -
18 N : GAIN = LIVEAR GAIW OF RECEIVER
19 . . 5AT = SaTJRATION CR CLIPPING PQINT e — e e e e o
T TTTUT T ALGAIN = _DGRITHMIC GalNn OF RECZIvER
21 s STy = SIGVYAL TO NDISE FIGUHE FO3 THZ RECEIVER R -
2z . RYQIS82 = MULTIPLIER FO3 ReNDDM yOISE
23 . AMP z AVERAZE RETURN }
24 77 DATA EXTARS,CONSTA CAHASE/SHEXTARGEHEONSTA, SHCPHASE S
25 DATA NST/¥516878731/ - o e
TTT 26 CTTT OBNOISE = UL . T T e :
27 IFYSTR.EQ. 999,991 50 T2 5P _ - 2 -
T E8 L THIS SEZTION CaLCULATES THE MULTISLIER RNGISE ~ACCORDING
25 s 10 THZ SISNAL TO NCISE RATIO GIVEN AND THE DISTRIBUTION OF
- — ip . THAZ TARIET'S AMPLITUDE AND PHASC
I IFESELECTNE.EXTARI)_GOD ¥Q 100G ——___.5 e
e oE32 T AMB T RVEA%P e s e 8
33 TFCAVEAMP EQ. ) WARITE(6=101) 7 ¢ ; B
- 34 101 FDRHAT(NISH SNDM=-TATAL ERADRe 7 T 13
35 2 5BK USER MUST SJPPLY AVERAGE RETURN &MPLITYDE, NO NOTSE ADDED ) _
At 1.4 TG0 Te 15 13
37 100 IFP = 1 e 4
— 38T T U TUUTSIFYCCNPHATEQLCIHASCITIPA STy T T T o T s 15
39 tAR 2 G ) 18 o o
T 49 T IFCCCONBMP EQ.CANSTAITAR 2 - T T T - 19
41 [APPE = (PP + I4P 22 e =
— 43 . - TOLARP = STAT, anPLITUDE AvD STAY, PHASE
43 . Lapp 2 2 STAT, AMPLITUDE AND CONSTANT PHASE
3 L T T OLIAPR CRTETTTT UCUNSTENT EMFLTTUDE aWDTETAT, PHaSE
45 e LapP = 4 CONSTANT aMPLITUDE AND CONSTANT PWASE L _ ~
STTT 4 T GD Te 1440173540, AR - : 23
47 1 DO 199 J=1.KANTEL .. 24 [ .
B ¥ : AMP & AMP 4 WGTI(I)eeg" T T U7 ot T temmoo S smme s cmomnss 0 mitTE oy
A9 19%  CONTINUGE 24 .
= 80 T T T FCIAPRLEGTLI AMR CYTITURWPT T T - -7 R
51 G0 TC 20 L5




“—N79T8 a1 Q8-145%5 3B .B07 — —_—— —— . — . — T ss 5

T T BZoTTTT TF PD OB T=LllKANTELTT T T T o STt mmTe s s e 12 - s
23 AMP & RMP + WGTI{T)eeZ 33
547 DD 77 J=LTRANTEC ST T R
55 TFelEg.J} GO 10 77 . -1
= Bg T T TUTUTEMP 5 TEMP 4 JGT:Hl!nHGHfJ‘I-COS(ﬂT?HA{I)-ANTPHA!JJJ T 18 T )
57 77 CONTTNUE 39
-——-Zp - -~-BB' CONTINLE e e s e R SR e
59 AMP = 2, MP‘EP + 1. 25"2-"’EHP 43
eSS AY T T T UUTEDTTE 2 - T ad — =
&1 4 A1 = CBLPHA{L) 43
I ¥ T T BD A6 T=EL.KANTEILT 0 T T T T T e R 46 - ToTT T T T
53 THETA = ANTOHALIY + A2 47
T 84 ST TEMP = TEMPTR AGTH{]JRCOS(THETA) - I — A Py - s =
65 AMP z AMP ¢ WGTLCI}OS{N(THETR) _ 45 -
—T TTTEE T CLUNTIRUE : T gy - -
47 AMP & TEMPweR + dM7any . 22 e
T 8B T T 207 AMP » AMPPRfAseR - N o ’ 53 oo T
69 * ANCISE = MULTIPLIER FOR ADD}TIV“ SYSTEM NOISE
e 19 RNOISE = SIRTOAMI/{2,#3TH}} ‘ - 54 B B o
71 [ CLIP = ¥ax]4ud QUTPUT OF LINEAR RANGE . .
—e—f 72 - TSOTIFAGATNLED. L. JANDTEATLEGIERYITURNDY RNATSELE@VO, L ANDVALGRIN T TTTTTT T BT . T
73 2 LEQ.0.1 GO TO 95 ) o i ) ) _ _
- 74 IFIRADTSE.EQLD. ) B3 TO St ’ 58
75 DO 188  I=1,\Y4B 61 _
R T - A1 = RNOTSSa3M3INSTY 77 T s T e ’ - 67 -
77 42 2 RNOISTeIMB(NST: 53 ]
——““‘“78 T omemmt TEME = R‘:i‘ﬂ'[l)  RTT T T T T T ST WS o e 64'-"' TUTEeT TS RS S s
79 REPHA(L)Y = REPHA(]) + ATANZ(!Z,TEHP) 65
—— By : —AEAMPL]) = GORAT{TEvP®32 & A2ae2} R e : - 86 e -
81 188 CONTINUE ] 67
-~ g2 - &1 CLIP = GAlNa35AT R i et B : 6% " = *
B3 SATZ2 5 1,= gAT 70
= B4 = T DG 99 P=lanyvg v B T e g e T - "
85 ATEMP = REAMP(]) 12
L 8¢ @ - LF° RETUIN IS LESS THANOR-EOUAL TD TLIPPING POINT COMPUTE t - - -
87 » SIMPLE LIVEAR GAIN, IF NOT EORPUTE LINEAR GAIN PLUS LOGRITHMIC
- 88 P GagN Jo MR RIARAR AN T . - I - - =
BS IFLATENP.LE,SAT) 62 TO 5 73
s G g YEMP - QLD e ATEATNBALOGIOSATZ FRTENRT T o e e e e gy e
g1 G0 To 10 77
- 92 a m—— !.., ATEMP * GAIV'“TE“P . - - - ——- -_ e mm e .. - 78 — —— - — fe— e —— e — — = —
93 » SPLIT P=T'Jnﬂ INTD THO CHMNELS sIvE AND cosINE
e Ry T U1 TREAMPSY]) = SIVIAIESHA{1)IeATENMR ~ - Co T g T T s e e
75 ngmpmn T COSUREPHA(I})BATENP 80
95 — F—LONTINUE T T - e . 81
97 93 I1FELCOAY.NE. 1) RETURN 53
______ 9g —c ctt  C WRITE(B.IL) - . . e m - T R e L ISP e ey
9 11 FORMATU/' NJISS YaS BEEN ADDED TO TNB RETURNS LF SPECIFIED' ) aa
oo -408 — - — = CALL- MENYAR(KSAMPR2, LENUNC L  REAMPIYREFURNS ¢ FNUMBSLENGRECY ~ - —— "= " T g oTTw ¢ e o o e
161 RETURN Be
182 BnD e L
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“weTHTS SUsEOUTINE SJMT YHE De$THER WJ4gER OF RETYANS, COMBRESS{NG TWE ARRAYS 4§
aTHEY ARE SUMMED, 1T ALSO RECALCULATES THE PDINTERS FOR TWE NEXT THWO ARRAYS

#3ASE0 OM THE LEV@TH o7

o & & ¥ 0 O 4w W@ O @

1]
99

» 16 15 WNOW PDINTER TO COMPRESSED ARRAY. REAMPC

. IH

TTTTTIH =

1

TFINBL.RELDYT

20,011

SUBROUTINE PRESUMIREAMPEe])

THE uCW COMPRESSED AARAYS

METHOJ~-~THE FIRSY | ELEMINTS OF TAE FIRST ARRAY ARE
SUMED AMD THZ VALUE STORED [N SLEZIMENT ONE DF THE ARRAY
THEY THEZ NEXT [ ELE™MENTS 4RE SUvMED AND TRE VALUE STOIED

ARRAY, 175 SIZF BEIMG REDUCSD BY 4 FACTOR OF I,
LAST RDJND FOR THAT ARRAY [ ELEYEWTS ARE NOT AVAILARLE

T3 3E SJMMED THEY ARE DISCARDED, TYEN TWE FIRST I
ELEMENTS 2F THE SECDOMD aR24Y ARS SUMHED AND [T5 VALUE
STORED IN THE LOCATIGN IMMER[ATCLY FOLLOWING_ THE LAST
LocatioN JsSED aY TWE NIW CCMPRESSED FIRST ARRAY AND $3 ON
UNTIL THE SECOND ARAAY 15 COMPLETED

REAMPS = ARRAY TQ BE PRESJHMED

[ = NJHIER OF RETUANS TO 8E PRESUMHED

DIHENSION REA4M35(4}

tOHHCN!tCL NGSNDIRY . NUMB TAFIL(S1alF-1G, TH,. INUMBILE)

Ti7= 1 -1

N £ nuPB + 3 - ]

MB = D

ICAIN = ¢

0O %% J=i.N, 1|

J2 = N8B o+ J e
1CON = [CQV + &

0o 88 K = 1,11
MOE 2 o+ K
RE&MFSUICUNY =
CONTINUE
CONTINUE

RZAMPS(J2) + REAWPSIM)

RETYIN T T T T T T
NE = NUMB

RECALZULATE POI¥TERS

[G = [F » ICON

s kow PQINTER TQO W5T2
1% (6o T T
6o To §

T END
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TUB7926 pi 0BS{%=¥H TTFD.Q1% 7 PAGE 9
1 sueRcunm: GJANT (IEAMPS.NTHICE)
““““““ TTOOT AT TTTT O ORUNCTION 35 THIS SUBROUTINE LS YU eTANTIZE THE RETURNS G 770 7 ¢ eTTTTTTmTTTT T T
3 . HEFJRE PROCESSING. DUANT ASSIGNS To EACH ELEMENT 1N EACH CHANNEL L
- g T e UF THZ IETURN AN INTEGER NUMBER (REAL TYPE) CORRESPONDING TO T
5 . THE DJANTJUM I8 WHICH THE RE&MR CALLS., ANY VALUE OF REAMP FALLING
- T & s T QUTSIDE TH4E RANGE OF THE DUaNTIZAT]ON WILL BE 45SIGNED O IF LOW o T e
7 . VA 4LEVEL=1 IF HIGHs #HERE ALEVEL (S THE NUMBER OF QUANTIZATION ‘
it o 1 TTTTITTTTTT OTTTLEYELS T T s T - I T T
] » GJavT TIEATS REAMPS aND REAMPC a5 ONE LONG ARRAY 70 8E QUANTIZED ) B _ )
10 . RIA“PS = ARRAY TO BE 2UaNTIZED
11 » NTWICZ = LENGTH OF ARRAY 1D BE QUaNTIZED, IN TMIS CaSE tT 1§ THE ) B _
- 12 N CIOMITNED _ENGTH OF AEAMPS AND RZawPC
13 * P2UANT = NUMBIR OF BITS AVAILASLE TO STORE QUANTIZEDR VALUE e
ST Ly T et ReN31 = LIWER MAGNITUDE OF "ANGE T GE QuaNnT[ZED Tt T T
15 s H&N32 = UPPER MAGM[TUDE OF RENGE TG BE QUANTIZED A
16 : DIHERSTCN REAMISINTWICE)
17 COMMON/QPTION/XPIESM) [UANT , RANGLGRANGZ, F L (18 »
- 18 ALEVEL = 2.eell1GJANT~1)
19 ¢ALEVEL S THE NUM3EI OF QUANTIZATION LEVELS Ov EACH SIDE OF ZERQ _ L
T 207 ST QUENST = (RANGE T~ aNGLIZ{ALEVEL-E.) 2
" 21 SOUANST 15 THE SL12E IF EaCH 2UaNTuM } o
27 2 Do 99 1 = 1,NTAIZE 3
23 RESIGN = SIGNCL,,RIAMPS(IY) 4
74 AMAG = ABS{RZAMPI(I)) 5
25 1F{AFAG, LE,RANTL) 5O 70 5 e o b e L
TOTTT 28 - TTIFEAPAG.GELRAN3ZY 3U TO 15 9
27 AMAG = AINT(CAYAS = RANGE}/QUANSD} . R 12 o 3
T 28 - 6o To 98 13
29 S AMAG = 0. = N _ 14
30 Go Te %8 15
31 15 AMAG = ALEVEL = 1, e _ a6 e
Tt 32 T T e T PUT STIGY IATK N T T T T
3% F6 REAMPS([) = RESIINsAMAG o - . 17 .
14 PO CONTINUE - 18
35 RETURN . o 20 -
38 END T "’ 21
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T sr928 6l 0e-Ld-F0 20,014 PaGE

SUBRCUTINE D1GPRI(SINANGYCDSANG, CELPHAYCELAMP, REAMP, REPHA . REAMPS,

1
T T T T T T YT REAMPUIAMAPAMAPS, SPROD.CPROD HGTZe LT, L3 LA KYBE, TR NQUEY " — 7= e
1 DIMENSION CELPHACKTGS),CELAMPIKYES)a3EAMDS (L1}, REAMPEILL), _
Tt g 2 AMAD L 1)y AMAPS (LYY, SINANGILT 1 C0SANGIL)Y )
5 3 SPATLILYY, CPREDUL I WGT2(1.3}, REAMP(NUHB) » REPHA CNUMBY
Y- - COMMON/PROCZESY NAPS,KSARSL KU 5D, LAP
7 COMMEN/STUCOM/ {HIESLIKITBS  KTPRESIAST X e
T T B T T T T COMHINAPROZ/METRST KPROCLKSAMPD, LENREFPLENTNG K SAREL L KSANRY, T T
9 2 LOCAY.IFIL1L2) ‘
14 T COMMON/ QP TTON/ (PIESN, QUANC3 ) oPL DT PUNCH, SELEST.FRACAN, NUNPL T,
11 2 KRUANT.RPAT.OUMP (NCHANGPUNTAR,FIL L8]
- -V T T COMHONAAPEATIZARAIGTS{130) )
13 . DaTa NALL/3KALL/ e
TTTTTT1ATT T T DATA YESLCYCLE/TAYIS.BHOYCLES T T T T T TT T o e e s mem e ’ - -
i DATA [S2/74nR70NZ/ _ )
16 7= ' Ll = TOTA, NUMBAR OF RETUANS ([MaGE + REAL AP - 1}
17 » L2 = YU4BER OF RETURNS [N BZAL FEAN
T o18 . L3 = YUMBEIR QF BETURNS PCR SUBACERTURE
18 - L4 = WUMBIR DF IMAGE RETUANS ) o L o T,
DS L T 7T AFWGTS = LPERTURE WELGHTS T T -
Y [ K3RESL = NUMBER OF AES CELLS IN THE REAL SBEAM FULL FOCUSED -
22 s KTPIES = VUMIZIR Q7 TaRGETS PER 3IES CELL
23 ® KSBRS. = NUMBEIR 0F RESOLUTION CZL.S IN SYBAPERTURE LENGTH INTEGER
- 26 ¢ K2Y_S0 = NU“BZIR OF TVeRSETS WAICY THE REAL BEAM MOVES PER PULSE
25 . MEIRST = [MAGE ELEMZNT N THE RcAL 3EAM ON WHIGH THE F135T Sy3aP _ -
T oEs T e 7T TTOBTaA3TE, IT TELLS WOW wJUZH THE FIRST SU3AP 15 SQUINTED BLCK
27 ° LAP = NIM3ER OF FULLY COMPRESSEN IETURNS LAPPED IN FACH SJUBAP
T 28 s T NARS = VU®RER OF APERTURES 2R ReTHER SURAPERTURE
29 . K3APA « [NCEMENT OF [MaGE YALUZS T3 FIND [MAGE S/N
- 3 L %2830 CAUSES 2RQCESSING To BE E7TWER 'FULLY FOCUS OR 'SEMI'FQLUS
31 ° K3TES = NJMBER OF TARGETS 1% REAL BEAM o e
R O K5237G35 « NYMBEIR OF TYARZETS IN S BaPzRTURg — T T
13 B KIUANT = NUHRLR OF BITS AVAILABLE_TD STORE WEIGHTED REF FCN
T X4 T UUKSBTGS z KTPRE32433RSL
35 308 (8 =0 ) D16 ?
o e ’ 12 = KRRESYexPJL3D B o DiG 3
7 ATEMP = 04 . B
TUUOTTTIE T TR T T TGENERATE TARICESSOR WEIGHTING TTUNCYION FBRTFULL CENETR OF
3% » SUBAPIATYAE USED B . . .
) T CALL WETFLW{WGT2,K8ATGS,4PATY - h ’ 5
41 . CIMPRISS FEF FUNCTLION PHASE ARRAY T0 AGREE W/ COHP, RETURNS
a2 TTOTT T ATEMP 2 HGTZ(1) - ' T - &
a3 D0 1 !:1,K3537G3,12 516 7. B
-y LB =2 LB« 3 s - T T T T T TRmoTm mem T e nie T T g = -
45 IFLATEMP LT, 4GT2(1)). ATEHP = WGT2(I) . . ) L
1 TR WGTLBY T owsT20y) . T - DtG 12
47 . ATEMP & 1, /ATE4P 14
= L34 L - NIRMALIZE WETGHTING FUNCTION "TO INTERVAL. pv-1. ) o T -
45 T Dg Il o= 1.8 — 15 _
ST 80T T T THGTRTLY F RGTRIEATENR T T T T e e e e g

33 b LE FULL FOCUS SX1P-TO 35



B7e2B L 08-14-F0 T 20.G14 PAGE 2
—- 52 =t T IFUKPRGC.NE,IS2Y G) YOUL1BT - Tt = . T T S - - -
53 » FOR SEM! TDCUS PROCESSING USE Owly SIGN_ OF REFERENCE FUNCTION_
el ¥ St i T BTSN £ 5 R 8- 20 I
55 TRASINANGRI)WNE 00 ) STIVANGI]) = SIGNtI ¢ SINANG(IN) .. B2_ _
7T B4 C4E T IFICESANGUI)LNE.0,) COSANGITY » SIGN{S7,0OSANGCIYY 7~ 77 25" T -
57 15 DO 27 [=irid N o o _ 29 o _
- - T AMBRPSCTY = B~ - 5/5,704 30 - —
= 22 CONTINUE o __E/SFTOA_ 31
g e S P R g - 3
61 ALEVEL = Z.sa(<{0JANT=1] o o o34 - e i
LY T . ’ LDOO IMAGSS RETURNS FOR DNZ APERTURE : -
63 73 bp 7z J2iaNARS e L o .
T 64 N N E LERREF - JoL¥ + {J-1)0LaP =~ KEIRST + 1 36
5% NFIRST = Je{3 = (J=1)el AP « KFIAST 37
————gg T e T T 7T T R 2 QNE TESSTTHAN NOMSERTDF FIRST RETURN Yo 8E BUT TN PHOAeSSOR T T
&7 L] MFIRST = JINS GREATER TWaN NUMBER OF LASY REF FUNCYION TO BE
TT 88 T e ’ USED Q7 THIS APERTURE ’ Tt
69 IFEINSGED) 3D T 23 38 o
Tt 1 o IF N 15 NIGKRTIVE CURRENT aPERTUIE DAOES NOT EX1SY ANG THEREFORE o - -
71 » IS IN ERRIR
“_"72‘ e e = CONEPSLEQILY 3R TICTR - 0 TvmnT T s memm o e - . —_—
73 WHITEr&, 42) 2 44
Ty 42 FORMATYL1B8H #NON=TATAL ERAQRe /it ° - ot 47 - -
75 2 11¢ APZWTYR: ¢ ,15,57K AND AiLL SHCCESDING APERTURES ARE ILLEGA _
—— 74 o 3L AND BRZ DE.ETED s/ 7 - i
77 MAP z J -1 87
g — “— . gp oTe TR O —— S ————— ——a —— -
7% 75 wAlTE(6,4) 49
- 80 43 FCAMAT (19K of ATAL ERRGRe ~ /7 ~ 77 _ T T . 51 - CoT e -
81 2 63H ALL APERTJRIS AKE TLLEGAL, TMAGING 0OF Tw1S DATA SET IS DELETE e
g2 ik e s . - o - t . - - -
g3 RETURN 51
- -84 - W —m s BATSULATE  REIGHTEDY REFERENCE FUNUTTON FOR CORRENT AFERTURE "~~~ = =~~~
;31 23 DO 47 I=1..3 ] 52 _
== BE - L 2 KFIRST - I R S Tt e emm e s : 53 s mm s - -
: %4 L= Ly -1 54
- - 88 SPRODET) = SINANFULIMWGTR2(LLY - — =~ =~ ~ 7 7=7 ~—  =wmwmm == gg=~ o T -
B3 CPROGEI] = {DSANSLLyeWGETR(LL) 58
—— P AT CORTINYES T T T T T — ——- 57
51 TFARSUANTE0V3S) G T 48 5%
- 92 = -8 - 0UANTIZZ REFERENCE FUNCTION® IF REQDIRED ™"~~~ "~ ° 7 o mm e e e e -
93 00 49 1 = 1,03 . 82 7
— - 94 cems —— PRI = [FIX(SPRGACIIRALEYELF T T 0 T oTmomTITT T o T T 8y — e o
%5 CPROp(L} 7 IFIX(IPROO(II®ALEVEL) 64
— e CCRTINYE T T B 33 _—
97 * LODF IMAGES RETURN FOR CURRENT APERTURE
e ral DRt oM o= 1...4 ) Tt - TTTTTT 8%y T T TRt T e T
9% ccea: - . sB o
“— 117 e fewg . A S -G . e
101 SCe0: . 70
—102 S52Q7 _ Vi o
163 O 61 I2irL3 : plG 72 R
S fali e e e o




s
I . - . e . JRext
TT8reda 1 ToB-14-¥0 20,014 P4GE 3
TR e N e [ T - - - e - e - I - 79 —_———— - - — -
105 CC = CC + REAMPL(LLL 3eCPROD(I) 74
‘‘‘‘ LS Tk TUTAFTTL T THANREL PROCESTTRE T CEMPUTE SNLY SNE OGP Fouk T T -
107 IFCNCHANLER, 1} G2 TO 64 15 ”
— R TTUTTCS = €5 o+ REAMPC{LLLIeSPRAD{(]Y T TmTm e o RS : I T
109 S5C = SC + REAMPS(LLLYeCPRODIT) . 79 .
R §.9 ’ 55 = 55 + REAMPS{LLL)aSPROO(CT} ~ T R 1 -
113 41 CONTINUE R - - S
I - TTOTTRTE n S i - T . o Tt T - nz
113 AMAPADZCCSS A B4 -
T 14 AMAPSU:EC-LS ) T T 85
115 AMAREM) = SQIT{AMAPADee2 » AWaPSUesD) ~ as R
TTTTT 11 s PERFOIM WIISHTED SUM FIOR FINAL QESULT T )
117 71 AMAPS(A) T AMAPS(H] + AMAP(M)eAPWGTSTJ)Y - e 87 s
TTOOTTTTALET T T O UCHRTTEELI00L) JedAMAT(I R e 4) T T T T s e e — s e BO
119 1004 FORMATG24HIRESULTS FROY APERTURE ¥ [3/(1¥%,10F10.33) - R 95 o )
- izp . FERFOIM STATISTICAL ANALYSIS, I¢ QEQUIRED
121 IFELCOPY.ED, 1) CALL MENVAR(KSAMPDLI,AMAP, "TUIRENT APv.L4) , 95 o
- i7e T494  CoNTINUE 78
123 [FCPLOT,EU,¥YES LAND, (NUMPLT,ED.MNALL .0R, J.SG,1)) CaLL OURPLT Y e e .
- - T {CELPWRLCELAMP, REPHA,RTAMP AMAP LXTESy L4, Y4B, LENDNE, J3 T
125 72 CONTIMUE 102 L
- 126 TUONAP = RAPS 194
127 T4 iFONAP ,EU, 1) G2 To 4900 ) 185 . -
T o1z WRITE(B1230) NAP,{aMARPS{[}slclsid) 108
129 280 FOSMAT(22M1SUMMATION OF PREVIOUS 4 I5.28B4 &PERTURES FOR FINAL RESY 114 _ L
TUTES 136 T 0T TUUTELTS T AUia1nTim Y - - - o= T - i e
134 IFCPLOT.ESG.YES) ZALL DURPLT (CELPHA,EELAGP,RCPHA,REAMP.AMAPS,KTGS, _ 114
- ¥ C 2 L4.AUMBLLENJNSL D)
133 [FELCOPY,ED, 1) CALL MENVAR(KSAMPD, 1, AMAPS, *FINAL IMAGE'.L4) ) 117
T34 ©40% LQOPY = 0 ' ' 120
133 » PUNCH FINAL 1MaGE 1¥ REQUIRZD e e
TTUTT OTAIs T T TIFUPUNCHAEQLYES)Y WRITEU (431003 LA TRAMASS (1Y, Tal,Ld) T T T T T T =y sy
137 1003 FOAMATCILUL7FLO.3/(BF1D,2)) 12% }
138 T RETLAN B T - &/5/70A 129
13% END B o o A 130
23775 WORDY OF MEMORY JSSU BY THIS COMPILATION _ o . — . R




U RyeR8 1T of-14R¥g Zon.o18 T 0 7 ’ T T m e T PAGE: 1

1 SUBRCUTINE OyRSLT (CELPHR,CELAMP,REPHAPREAMP, AMAP KTAREL, LA, .
g e -z CNUMI, CENDNCTIY T T T
3 . THIS OJTINE GRAPHS FIVE ARRAYS, ONE ABOVE THE QTHER IN
- 4 . - THE FDR¥ 2F AN 8,5 BY i1. IRCH 2AGE. THE ARRAYS ARE IN THIS T Tt o
5 + URDER F3I0v TRE Top-+ ,
T 6 . 1y CELP4A -~ TARGET PHASE T T Tt T T T o T N -
? . 2y CE_AMP - TARSEY AHRLITUDS )
- "B"‘“"‘" . 2 - ‘.1, RESMA - R':"u"'\l F'qASL'-‘ T TSI I T T mm T T T TS e S e e e
g . 4) REaM? - RETURN AMPLITUDE = _ —_— -
19 . - >3 AHMAP - [MAGE AFTER PROZESSING
1 .
I B - v TuE RIUTINES PLOT AN INPLOT ARE USED FOR TWE PLOTTING - )
13 DIMEASTION CELPAA(KTAREL YuCELAMPIKTAREL) » IEAMPINUNE ) REPHACNUVE) . e P
I 14 TTTTTTTETT OCAMAP(LA 7T
L5 YYYYY = KVARZL + 2 . i o
- L6 TYXEXX f LeMyNC - 2 2
17 PPPR = RUMHE 2 ~ 3 N )
T T A8 KX = =1 4
19 LENREF = 1 . -
— " 20~ pPPOPP = L4 + 2 T T T o & ‘
i 21 BTEL = LENREF B } T i
- 22 ANTEL = LENYNC 8
23 VIMAG % 0. ] . . e -
- 24 LI FIND MAXIWUM OF ARRAYS, MINIMUMS aRE ZERD '
. 25 . ____ __Ir wyor zI38T CNTRY FOR THIS SET AUREADY HAYE MAXIMUM FOR_ __ o o _
TTTT 2s T TARIETS AND RETURNS !
R 27 . [FEJINE.1) GO TO B1 i o L ) ) B .
v -} TARG=0. 13
29 VRET=0, o . o B 14 .
AR T s £IND uxmun OF ARREYS, MINIMOMS ARS TERD
31 Do_ a4 =L, XTR ST VU U - 200U
T T2 T T TTTTTTTTTTIF TUCECAMPIDY T GT. TMRGYTARGeLECAMPR Y — 7 16 i
33 B4 CONTINUE L o e ) 1% o
T34 T Do 62 ! = LENUNGC.NJMS 23
35 IFEREAMPCIY, BT, ¥ET) YRET=REAMPLIY . . 22 _
38 T B2  CONTINYE 25
37 81 D0 83 T=LENRIF, _ BT
T TSTUIg T T T IRCAMAPCITTLGTS vms: VIFAR = TRARTTY 28
_ 39 B3 CGNTIKUE ; e L 31 . .
TTTT 4g » DRAW 3ICIDZIR OF PaGE
4 CALL THPLUT (0..3.3.0 ..11..6:5.11. L I, o33 ) _ o
TVt Tag™m T T T Caby PLOTAO,,11,42) T " 14
43 CatL PLOTUE,5:11,.2) I 1 S -
44 CaLLTPLOTIE, 3w, 2y~ 7 - T 34
45 CALL PLOTC(O,»pt,42) B ] o T o
T 46 TTTUTTUCALL PLOT(1.75.3.2.3F Tt T m T mmmr o T L1 -
47 CatL PLOTIL,75,10.4042) . hi
R 1 S =T CALL PLOTO175.8.7,3)7 7 T T T o T o - T e 1 B - -
49 . L‘iEPLT OL9TS ONE ARRAY aAND THEN REPusxnuns THE PEN DOWNWARD
oam ¥ SRYTNE TGO TAST ARGUHENT
51 . eLor TARGET PHASE: o
- - R — — - .- - —— mem—— D _——— A ———— - -_— — - — - - ———— — [ — m
—J



TTR7928 BT o8-i4~¥d T d0VTART

PRI

- = 52 T TALT LREPLY ¢~ L. ¥YYYY, -3, 0, 3,2, CELPAAPL (KTAREL =11, 47~ 77 7 L} -
53 . PLOT TARGET AMPLITUDE e .
‘‘‘‘‘ T4 T T T AL LREFCT (R YYYYY L Oy, TARG . CECANN T X TEREC, 1, 25« TARAT 42
55 . BLOT FETURIN PHASE e o o
TTTOO%6 T T UTTTALL LNEPLT (XXXXX.PPF,-3,2,3. 2 REPHACLENUNC NUMB, =11, 4) 43
B » PLOT FETUIN AMPLITUDE — - e =
TmeeToEg TTUOTUCALL LREPLT ¢ XaXMX,PPPL Q. , VRETIREAMPRLENYNG, NUHB, =1, 258VAETY a4 - R
59 » PLOT PRICESSED IHAGE ——
— g T CACL LREPLT UXINFPPPP. DV Y VIMAG rAHAFSLENREF, (470, - i5 - -
81 FROPR = 2y%RPP3P o L a6 o
) 62 TOOTT T GGG x STl 46 IMAG 47
83 CALL PLOT {PPPAP.GIGI~2) L L o _ - e
T 64 T T REYURN ' B 49
-— 85 . _._END e - _—- -39 - —_———
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47728 g1 08-14-73  20.021 PaG: 1
SUBRDUTINE LNEPLT RX‘UN.KHAX-YMN.\“HA!MRMY‘ 14,12, 006N
- T 7T ¥ THIS ROITING PLOTT ONE ARRAY "ANT THeN REPCSITIONS THE PEN
3 . FOR T4E NEXT PLAT, IT IS 4 SUIRIUTIVE QF QURPLY _ L o L
TTT T4 e KMIN » w[9I4U™ X COORDINATE TO 3€ PLOTTED
5 . KMAX = YAXIMUM X CORROINATE TO 3E PLOTTED N _ L _
- 6T L CYMIN T MIN[MUM Y CODRDINATE TO 9E PLOTTED
7 » YMAX = MAX[SMUM ¥ CODROINAYE To 3E° PLOTTED
TTETTTRTT T OTTEUTT T T OUUTTTTARRAY EUARRLYOCTOOBE PLATIED 0 T T 7 T T T e
9 . It = FIRST SLEMENT DF &4RRAY TQ 3£ PLQTTED o o
- 10 s T T 12 = _AST ELEMENT OF aRRAY TO Bc. PLOTTED -
11 . UJWN = DOWNWARD LENSTH FOR PEN T0 GE MOVED AFTER_COMPLETING _ _ _ o .
Tt ot . TT T TTdE P_OT (REPOSETIONS TOR NIXT PLOT)
13 __DIMENSIQN ARAAY(1) e L
T4 T e SET LIMITS FQu BLoT - T
15 CALL INPLOT (XTI, XMAX, YM[N,YRAX,8,:1,4) A S
16 T AT E gt e 2
1?7 CALL PLOT (A»AIRAY(I1),3) o3 — —_ =
is e © PLOT ARAAY
1% D0 99 1sI11.]% _ e s . )
TUTTRo T TR 1T T ’ - - . 5
21 R2 = [ +« 1 _ _ & L
— T 22 "CALL PLOT(R1,ARRAY(]),2) - - 7
23 CALL PLOTCR2,ARRAY(1},2) B —_— 8. _ — - -
24 TR CONTINUE )
25 CALL PLOT(XMAX) [, 57} 11 N
g —g— — “TIUDAAH K AK]E e e e £ e e SUNE Y RN
37 CALL PLOTIXMINID.r2) 12
28 CALL PLOTC(XMIN,O,,37 " - - - - - - - 13 - e
29 » HEPISITION DOWNWARD FOR NEXF PLOT ACCORDING TD DOWN
- - 3 To CALL PLOTIXMIN,DOWN, =23 - : 14 - -
31 RETURN 15 _
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